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Motivation

The dynamics of body movements are often driven by large and intricate low-level 
interactions involving various body parts.

e.g. combination of a 
smartphone (@ hand, 
pocket, or torso) and a 

smartwatch.

Topology of the wearable sensors deployment in 
the Sussex Huawei locomotion transportation 

(SHL) dataset used in this work

accelerometer

gyroscope
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ambient pressure
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Overview

We take a meta-modeling approach by exhibiting which sources of 
information are to be considered for the recognition of a particular activity.

>
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Contributions
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- Evaluation on the Sussex-Huawei locomotion dataset featuring a 
sensor-rich environment in real-life settings;

- Comprehensive comparative analysis using 8 exploration 
strategies on 4 different representative related datasets;

- Improvement of recognition performances accompanied by a 
substantial reduction of required learning examples;
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Proposed Approach
- Multimodal Architectures
- Architecture Space Exploration
- Variance-Based Importance Estimation
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Multimodal Architectures

PK Atrey, MA Hossain, A El Saddik, MS Kankanhalli - Multimedia systems, 2010

Four types of architectural components [Atrey et al., 2010]:
- feature extraction (FE);
- feature fusion (FF);
- decision fusion (DF);
- analysis unit (AU)

We associate a hyperparameter      with every edge in the 
directed graph that connects two components      and      .
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Multimodal Architectures

PK Atrey, MA Hossain, A El Saddik, MS Kankanhalli - Multimedia systems, 2010

Four types of architectural components [Atrey et al., 2010]:
- feature extraction (FE);
- feature fusion (FF);
- decision fusion (DF);
- analysis unit (AU)

We associate a hyperparameter      with every edge in the 
directed graph that connects two components      and      .

The global impact of a set of hyperparameters (controlling 
the impact of     ) on the architecture’s performances 
represents the impact of     .
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Architecture Space Exploration

>

The exploration strategy tries to find an 
architecture       that minimizes the validation 
loss       .

Given an exploration budget     , the exploration 
strategy yields a series of validation losses

Elsken T, Metzen JH, Hutter F. - JMLR, 2019

Exploration is determined by three aspects:
- search space;
- search strategy;
- performance estimation strategy.
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Architecture Space Exploration

>

search strategies:
● Exhaustive search

○ random search; grid search;
● Heuristic search

○ naive evolution; anneal; hyperband;
● Sequential model-based

○ BOHB; TPE; GP tuner;
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Variance-Based Importance Estimation

Sobol decomosition
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Let                                  be a set of validation losses.

To estimate the importance of each individual data source, we 
decompose the non-linear relation     described by      as follows:

first-order effects
second-order effects

human activity

set of       data 
sources

Hoeffding, Wassily - The annals of mathematical statistics, 1948
H Hoos, K Leyton-Brown - ICML, 2014

th-order effects
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Recap’

>



Experiments
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Experimental Setup
- Datasets:

- Sussex-Huawei locomotion (SHL) dataset [Gjoreski et al., 2018];
- USC-HAD; US-TMD; HTC-TMD

- Architectural components:
- Stacking of Conv1d/ReLU/MaxPool blocks (Tensorflow);

- Architecture space exploration:
- Microsoft Neural Network Intelligence (NNI);

- Architectures evaluation:
- Meta-segmented CV [Hammerla et al., 2015];
- Averaged f1-score [Forman et al., 2010];

- Variance-based importance estimation
- functional analysis of variance [Hoos et al., 2014]

H Gjoreski et al. - IEEE Access 6, 2018
https://github.com/microsoft/nni
NY Hammerla, T Plötz - UbiComp, 2015
G Forman, M Scholz - Acm Sigkdd Explorations Newsletter, 2010
H Hoos, K Leyton-Brown - ICML, 2014

Topology of the wearable sensors 
deployment in the Sussex Huawei 

locomotion transportation (SHL) dataset 
used in this work
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Derived Data Generation Model

14

Impact of the space exploration strategies



Derived Data Generation Model

Individual marginal importance of the kernel size 
hyperparameter

Most important pairwise marginals of the 
kernel size hyperparameter

15

A closer look into the derived model

F Foerster, M Smeja, J Fahrenberg - Computers in Human Behavior, 1999
Mantyjarvi, Jani, & al. IEEE International Conference on Systems, Man and Cybernetics. Vol. 2. IEEE, 2001
Reddy, S., Mun, M., Burke, J., Estrin, D., Hansen, M., Srivastava, M. ACM Transactions on Sensor Networks (TOSN) 6(2),  13, 2010
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Effectiveness of the Data Generation Model
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                       is a parameter that determine the threshold above which a given 
set of data sources can be incorporated into the subset of important data sources.



Effectiveness of the Data Generation Model
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                       is a parameter that determine the threshold above which a given set 
of data sources can be incorporated into the subset of important data sources.
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Summary

(1) We frame the derivation of the data generation process as an exploration of the 
neural architecture space;
(2) We propose to estimate the relative importance of data sources and their interactions 
using a variance-based method;
(3) Extensive experiments show the effectiveness of combining the data generation 
process through selection of highly confident data sources. In particular, we achieve 
improvement of recognition performances of up to 17.84\% over the baseline, which is 
accompanied by a substantial reduction of required data;
(4) We perform a comprehensive comparative analysis using different instantiations of 
the proposed approach (8 exploration strategies) on 4 different representative related 
datasets.
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- Extensive experiments show the effectiveness of combining the data generation 
process through selection of highly confident data sources. In particular, we achieve 
improvement of recognition performances of up to 17.84% over the baseline, which 
is accompanied by a substantial reduction of required data;

- We perform a comprehensive comparative analysis using different instantiations of 
the proposed approach (8 exploration strategies) on 4 different representative 
related datasets.

INSIGHTS:
- High-capacity models and knowledge distillation;

- Evaluation on the Sussex-Huawei locomotion dataset featuring a 
sensor-rich environment in real-life settings;

- Comprehensive comparative analysis using 8 exploration 
strategies on 4 different representative related datasets;

- Improvement of recognition performances accompanied by a 
substantial reduction of required learning examples;


