
Preface

The use of random sampling in the field of discrete and computational geometry started
in the 1980s, motivated by the challenges in designing efficient algorithms for geometric
problems. While these earlier uses were tightly coupled with specific geometric scenarios,
soon the key problems were formulated abstractly in the framework of combinatorial and
geometric set systems. We state one of the principal structures that will be studied in this
framework. Let X be a set of n elements and F a collection of subsets of X; the pair (X,F)
forms a set system.

Epsilon-nets: Given a parameter ε ∈ (0, 1], a set N ⊆ X is an ε-net of (X,F) if
each S ∈ F of size at least ε |X| has non-empty intersection with N .

The goal is to find ε-nets of small size; this of course depends on the structure and complexity
of (X,F). A classical geometric instance of this question—first studied in 1987 and settled
conclusively in 2017—is to determine, given any set P of n points in Rd, the smallest N ⊆ P
such that any half-space containing at least εn points of P contains at least one point of N .

Selective aspects of ε-nets have been presented in earlier texts (‘Combinatorial Geometry’,
Pach and Agarwal, 1995; ‘The Discrepancy Method’, Chazelle, 2000; ‘Lectures on Discrete
Geometry’, Matoušek, 2004; ‘Geometric Approximation Algorithms’, Har-Peled, 2011).
However, the last ten years have seen significant progress with many open problems in
the area having been resolved during this time. These include optimal lower bounds for
ε-nets for most geometric set systems; the use of shallow-cell complexity to unify proofs;
simpler algorithms to construct ε-nets; use of ε-approximations for construction of coresets
via sensitivity analysis, to name a few advances. This book presents a didactic account of
these recent developments. We will revisit classical results, but with new and more elegant
proofs which unify earlier work.

Chapter 1 introduces the two key technical ingredients that lie at the heart of the
analysis of random sampling methods for constructing ε-nets: the complexity of cer-
tain combinatorial structures arising in geometric configurations and the probability
of a random variable deviating far from its expectation. While historically these two
have been considered separate statements with entirely different proofs, we present
a powerful probabilistic technique from which both of these bounds can be deduced
in a uniform way.



Chapters 2 and 3 initiate the study of ε-nets for some basic geometric set systems in R2,
delineating the precise geometric properties that are relevant to the construction of
ε-nets; these are then combined with probabilistic techniques to derive asymptotically
optimal bounds on the size of ε-nets. While these will be superseded later by more
general and powerful combinatorial machinery, they are important in understanding
the intuition, ideas and analysis at their most elementary level.

The move from geometric to combinatorial set systems requires formulating and
proving analogs of geometric properties for combinatorial systems. Chapters 4
and 5 are devoted to building this technical foundation. First the VC-dimension
and the shallow-cell complexity of combinatorial set systems are introduced and
studied as measures of complexity of a set system. These are then used to construct
combinatorial equivalents of geometric properties relevant to ε-net constructions.

Chapters 6 to 8 present the current best bounds for ε-nets for combinatorial set
systems (X,F), where the bounds depend on the VC-dimension and the shallow-cell
complexity of F . Together these chapters contain the insight that one can derive
optimal bounds for geometric set systems from combinatorial bounds based on
the shallow-cell complexity of the corresponding set system. Chapter 9 studies a
geometric case where small ε-nets do not exist, set systems induced by convex sets in
Rd, and where one has to turn to the notion of a weak ε-net.

Chapters 10 and 11 are concerned with lower bounds on sizes of ε-nets, based on
the insight that a lower bound on the size of an ε-net for a given set system (X,F)
follows from a lower bound on the VC-dimension of a related set system, the k-fold
union of F . These lower bounds are then used to show optimality of the ε-net bounds
presented earlier.

Chapters 12 to 15 study another notion of samples, ε-approximations, for both
geometric and combinatorial set systems. We conclude with an application of ε-
approximations for constructing small coresets for some geometric optimization
problems.

Chapter 16 concludes the book with a list of bounds on the VC-dimension and
shallow-cell complexity for most commonly studied geometric set systems, as well as
on sizes of their ε-nets and ε-approximations. This will serve as a reference for those
looking for the state-of-the-art bounds on these topics.

We now briefly list topics which are not in this book: algorithms tailored to construct
ε-nets efficiently for specific geometric set systems; efficient deterministic versions of the
probabilistic algorithms; range searching and other classic algorithmic applications; bounds
for combinatorial discrepancy of geometric set systems. This choice was guided by two
factors. First the techniques involved in these are rather different, often relying on detailed
geometric data-structures; doing justice to this essentially requires another book. Second,
parts of it have been covered very nicely in earlier texts (e.g., in ‘The Discrepancy Method’
by Chazelle).

While our key objective is to give a clear account of the ideas (as much as is possible by
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us), we also hope that reading this book is a pleasant experience (the wonderful texts
‘Combinatorial Geometry’ by Pach and Agarwal and ‘Lectures in Discrete Geometry’ by
Matoušek being exemplary in this regard). We have also taken care to make the present
text useful for teaching: all calculations are written in sufficient detail; each section begins
with an ‘overview of ideas’ which gives intuition into the proof; wherever possible we
first present the simplest non-trivial instance of the idea before dealing with the more
general case; each chapter can be read mostly independently (though it might use earlier
results); additional insights, ideas and calculations that are not crucial to the main text are
interspersed throughout in small font size. Each section typically contains one or two results,
and is carved up into smaller themes that are delineated by the symbol .

The text should be suitable as a first introduction to sampling aspects for senior under-
graduate and graduate students in computer science, mathematics and statistics. While
mathematical maturity will certainly help in appreciating the ideas presented here, only
a basic familiarity with discrete mathematics, probability and combinatorics is required
to understand the material. For background on these topics, the following books are
recommended:

H. Tijms. Understanding Probability: Chance Rules in Everyday Life. Cambridge
University Press, 2007.

J. Matoušek and J. Nešeťril. Invitation to Discrete Mathematics. Oxford Uni-
versity Press, 2008.

M. Mitzenmacher and E. Upfal. Probability and Computing: Randomization and
Probabilistic Techniques in Algorithms and Data Analysis. Cambridge University
Press, 2017.

For teaching a course on these topics, we recommend that around 2 hours of class time
be devoted to each chapter; this text is suitable for a 30 to 40 hour course on the subject
(there is considerable freedom in the choice of topics to cover). We also hope that this book
will be useful for researchers in the field as a reference text for looking up specific bounds
as well as learning quickly the ideas and techniques behind specific results.

We would be grateful if any errors are reported, at nabilhmustafa@gmail.com.
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