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Exemples de systèmes d’exploitation

▶ Microsoft : MS-DOS, Windows
▶ Apple : OS/2, Mac-OS, iOS

▶ Google : Android, ChromeOS

▶ GNU+Linux  :
▶ Debian, Ubuntu, …
▶ Arch, Artix, SteamOS, Garuda…
▶ Slackware, Gentoo, …

▶ NetBSD, FreeBSD, OpenBSD, DragonflyBSD, …
▶ Unix (AIX, Xenix, Ultrix, Solaris, …)
▶ Minix, Nachos, PotatOS, ReactOS, CollapseOS, …
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Introduction

Definition (Système d’Exploitation (OS))
Ensemble de programmes permettant de rendre utilisable une architecture matérielle et
d’optimiser l’utilisation des ressources disponibles.

Fonctionnellement :
▶ standardisation, chargement & lancement des programmes,
▶ gestion des processeurs, de la mémoire, des périphériques,
▶ gestion des processus, du système de fichiers,
▶ gestion des utilisateur·ices (accès aux fichiers, au matériel),
▶ protection & détection d’erreurs.
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Introduction2 CHAPITRE 1. INTRODUCTION
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données

FIG. 1.1 – Les couches d’un système informatique.

1.1.1 Le système d’exploitation

Le système d’exploitation gère et contrôle les composants de l’ordina-
teur. Il fournit une base appeléemachine virtuelle, sur laquelle seront cons-
truits les programmes d’application et les utilitaires au moyen des services
ou appels système. Le but d’un système d’exploitation consiste donc à dé-
velopper des applications sans se soucier des détails de fonctionnement et
de gestion dumatériel. Ainsi, par exemple, on peut effectuer la lecture d’un
fichier par un simple appel système : read(fd, buf, 255); et peu im-
porte que le fichier en question se trouve dans un disque magnétique, un
DVD ou un disque en RAM.

Les fonctions d’un système d’exploitation

Les systèmes d’exploitation modernes sont constitués de centaines de
milliers, voire de millions de lignes de code et requièrent une grande quan-
tité d’homme-années de travail. Ils ont comme fonctions principales :
– Chargement et lancement des programmes
– Gestion des processeurs, de la mémoire, des périphériques
– Gestion des processus (programmes en cours d’exécution) et des fi-
chiers

– Protection contre les erreurs et la détection des erreurs, etc.
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Évolution des systèmes d’exploitation
1945-1955 1e génération : Systèmes lampes à vide, programmation en recâblant ou en

langage machine
1955-1965 2e génération : Traitement par lots avec systèmes à transistors

4 CHAPITRE 1. INTRODUCTION

– Charger en mémoire un programme spécial (l’ancêtre des systèmes
d’exploitation) qui lit puis exécute, l’un à la suite de l’autre, les pro-
grammes de la bande. Les résultats sont récupérés sur une autre bande,
à la fin de l’exécution de tout le lot.

– Imprimer les résultats.
Ce mode d’exploitation nécessitait deux machines dont la plus puissante
était réservée aux calculs et l’autre, moins chère, s’occupait des périphé-
riques lents. Le problème est que le processeur restait inutilisé pendant les

Mémoire centrale

Un seul travail

Compilateur
Moniteur d’enchaînement de 
travaux
Gestionnaire des entrées/sorties

Lot de travaux Lot de résultats

FIG. 1.2 – Traitement par lots et organisation de la mémoire.

opérations d’entrée et sortie (E/S), comme on le voit sur la figure 1.3. Le
temps d’attente des résultats était trop long et en plus il n’y avait pas d’in-
teraction avec l’utilisateur.

périphérique

processeur

temps

FIG. 1.3 – Utilisation du processeur et des périphériques.

Multiprogrammation et traitement par lots : 1965-1980

L’introduction des circuits intégrés dans la construction des machines a
permis d’offrir unmeilleur rapport coût/performance. L’arrivée sur le mar-
ché des unités de disques, qui offrent l’accès aléatoire et des capacités de
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1965-1980 3e génération : Multiprogrammation et circuits intégrés

1.2. ÉVOLUTION DES SYSTÈMES D’EXPLOITATION 5

stockage importantes, a contribué à une série de développements des sys-
tèmes, notamment la possibilité de transférer les travaux vers le disque dès
leur arrivée dans la salle machine. Cette technique s’appelle le spool (Si-
multaneous Peripheral Operation On Line) et est également utilisée pour
les sorties. Cette notion de spooling ou traitement par lots subsiste dans les
systèmes d’exploitation modernes.
Tous les travaux résidants sur le disque en attente d’exécution sont

conservés dans le pool des travaux en entrée. La mémoire est organisée en
un ensemble de partitions (figure 1.4). Chaque partition peut contenir au
plus un travail. Le système d’exploitation réside aussi dans une partition.
S’il y a une partition libre et des travaux dans le pool d’entrée, le système

SE

Processus 1

Processus 2

…

Processus n

n partitions de
mémoire …

FIG. 1.4 – Partitions de mémoire.

d’exploitation choisit un travail puis lance son chargement en mémoire. Il
conserve en mémoire plusieurs travaux et gère le partage du processeur
entre les différents travaux chargés en mémoire (la multiprogrammation).
Le processeur est alloué à un travail jusqu’à ce qu’il demande une E/S
(premier arrivé, premier servi). Lorsqu’un travail demande une E/S (en
attente de la fin d’une E/S), le processeur est alloué à un autre travail en
mémoire (le suivant). A la fin d’une E/S, une interruption se produit et le
système d’exploitation reprend le contrôle pour traiter l’interruption et lan-
cer ou poursuivre l’exécution d’un travail. Dès qu’un travail se termine, le
système d’exploitation peut lancer le chargement, à partir du disque, d’un
nouveau travail dans la partition qui vient de se libérer.
Supposons trois travaux A, B et C. Dans un système multiprogrammé,

trois activités peuvent être donc menées en parallèle : 1. Le chargement du
travailC enmémoire, 2. L’exécution du travail B et 3. L’édition des résultats
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Évolution des systèmes d’exploitation

1980- 4e génération : Ordinateurs personnels («micro-ordinateurs»)

1990- 5e génération : Ordinateurs mobiles

7 / 34



Évolution des systèmes d’exploitation

▶ Systèmes d’exploitation d’ordinateurs personnels

▶ mono-utilisateur, pas d’accent sur le processeur/protection, …
▶ Exploitation en réseau

▶ connexion à distance, transfert de fichiers
▶ requièrent un interface réseau, un logiciel de contrôle de bas niveau, des programmes permettant

la connexion distantes et un accès aux fichiers distants…

▶ Exploitation en distribué

▶ contrôle les composants de tous les ordinateurs connectés (processeur, mémoire, disques, …)

▶ Systèmes multiprocesseurs

▶ plusieurs processeurs reliés au bus de l’ordinateur (capacité de traitement, fiabilité, …)

▶ Système d’exploitation temps réel

▶ conduite d’appareillage industriel ou de commande de processus (contraintes temporelles à
respecter)…
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Structure d’un système d’exploitation
Modèle en couches

1.5. STRUCTURE D’UN SYSTÈME D’EXPLOITATION 13

Kernel

Mémoire

E/S

Système de fichiers

Allocation de ressources

FIG. 1.9 – Structure en couches.

cution.
– Au troisième niveau, on a le module de gestion des entrées/sorties
qui se charge de gérer tous les périphériques (clavier, écran, disques,
imprimantes, etc.).

– Au quatrième niveau, on trouve le gestionnaire de fichiers qui se
charge de la gestion de l’espace du disque, de la manipulation des
fichiers tout en assurant l’intégrité des données, la protection des fi-
chiers, etc.

– Au cinquième niveau, on a le module d’allocation de ressources qui
se charge d’assurer une bonne utilisation des ressources ; de compta-
biliser et de fournir des statistiques sur l’exploitation des ressources
principales ; de créer de nouveaux processus et leur attribuer un ni-
veau de priorité : de permettre à chaque processus existant dans le
systèmed’obtenir les ressources nécessaires dans des limites de temps
raisonnables ; d’exclure mutuellement les processus qui demandent
une ressource non partageable et d’éviter les situations de blocage.

1.5.2 Structure monolithique

Les systèmes d’exploitation sous une structure monolithique (figure
1.10) sont un ensemble de procédures de —presque— le même niveau :
une procédure principale qui appelle la procédure de service requise, des
procédures de service qui exécutent les appels système et un ensemble de
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Structure d’un système d’exploitation
Noyau monolithique

14 CHAPITRE 1. INTRODUCTION

procédures utilitaires qui assistent les procédures de service, par exemple
la recherche de données des programmes utilisateur. Unix et Linux sont des

Utilisateur

Prog. 1

Utilisateur

Prog. n
Programmes 
Utilisateur

Mode 
Utilisateur

1

2

3

4

Service 
procédures

Utilitaires

Mode 
KernelKernel

FIG. 1.10 – Structure monolithique. (1) Appel système (Mode utilisateur
Mode kernel). (2) Vérification de paramètres. (3) Appel de la procédure de
service. (4) Procédure de service appel utilitaires, et puis retourner aumode
utilisateur.

exemples de systèmes monolithiques.

1.5.3 Micro-kernel

Une architecture plus moderne que celle monolitique est l’architecture
micro-kernel (voir la figure 1.11) utilisée en MACH5/ HURD6, Minix et
NT. L’attribut principal qui distingue les micro-kernels des kernels monoli-
tiques est l’implantation de leurs architectures respectives en mode super-
viseur (kernel mode) et en mode usager (user mode). L’architecture mono-
litique met en œuvre tous les services du Système d’exploitation (contro-
leurs de dispositifs, mémoire virtuelle, système de fichiers, réseaux, etc)
dans le domaine du mode superviseur de l’UCT. Par contre, l’architecture
micro-kernel fait une division entre les services du Système d’exploitation,
en les divisant en « haut-niveau » implantés dans le domaine de l’utilisa-
teur et « bas-niveau » implantés dans l’espace du mode superviseur.

5http ://www-2.cs.cmu.edu/afs/cs.cmu.edu/project/mach/public/www/mach.html
6http ://www.gnu.ai.mit.edu/software/hurd/hurd.html

1. Appel système (mode user → mode kernel)
2. Vérification de paramètres
3. Appel de la procédure de service
4. Appel utilitaires
5. retour au mode user
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Structure d’un système d’exploitation

Micronoyau
1.5. STRUCTURE D’UN SYSTÈME D’EXPLOITATION 15

Matériel

Support pour primitives :
processus, mémoire
objets, ports, messages

Système 
Fichiers

Système 
Threads

Pagination

Macro 
programme

Support 
réseau

Mode 
Kernel

Mode 
utilisateur

Processus 
utilisateur

Processus 
système

Micro
Kernel

FIG. 1.11 – Structure de micro-kernel.

1.5.4 Le modèle client/serveur

Dans le modèle client/serveur Le système d’exploitation est composé
d’un noyau et d’un ensemble de serveurs. Le noyau gère la communica-
tion entre les clients et les serveurs. Les clients sont les demandeurs de
services. Par exemple, pour demander un service, comme la lecture d’un
bloc d’un fichier, un processus utilisateur (aussi appelé processus client)
envoie une requête à un processus serveur qui effectue le travail et renvoie
une réponse. Les serveurs s’exécutent en mode utilisateur. Ils ne peuvent
donc pas accéder directement au matériel. Par conséquent, une erreur ou
un bogue dans le serveur de fichiers, par exemple, n’affectera pas, en géné-
ral, l’ensemble de la machine. Les dégâts se limitent au serveur.

1.5.5 Machines virtuelles

Le cœur du système se charge de la multiprogrammation en fournissant
à la couche au dessus plusieursmachines virtuelles. Des systèmes d’exploi-
tation différents peuvent tourner au dessus d’une machine virtuelle.
Exemples de machines virtuelles :
– IBM VM : offre à chaque usager sa propre machine virtuelle mono-
tâche. Les machines virtuelles étaient planifiées avec du temps par-
tagé.

– Java : les programmes compilés en Java tournent sur une machine
virtuelle (JVM).
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Structure d’un système d’exploitation

Machines virtuelles
▶ IBM VM : offre à chaque usager sa propre machine virtuelle mono- tâche. Les machines

virtuelles étaient planifiées avec du temps partagé.
▶ Java : les programmes compilés en Java tournent sur une machine virtuelle (JVM).
▶ VMWare : sur PC, exécute en même temps des sessions Windows, Linux, OS/2, etc.
▶ Nachos : SE qui s’exécute dans une machine virtuelle MIPS, qui tourne sur Unix.
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Communication avec le système d’exploitation

▶ Appels Système
▶ Interpréteur de commandes
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Appels Systèmes

Unix, Posix : norme d’appels systèmes
▶ mode utilisateur
▶ mode noyau (superviseur, privilégié)
▶ interruption logicielle (trap)
▶ Quelques appels systèmes Posix :

Appel système Description

fork Créer un processus
waitip, wait Attendre la terminaison d’un processus
exec, … Exécuter un autre programme
exit Terminer l’exécution
open Créer ou ouvrir un fichier
close Fermer un fichier
read Lecture de données
write Écriture de données
lseek Pointeur dans un fichier
stat Obtenir l’état des attributs
mkdir Créer un répertoire
rmdir Supprimer un répertoire
link Liens vers un fichier
unlink Supprimer un lien
mount Monter un système de fichiers
umount Démonter un système de fichiers
chdir Changer de répertoire
chmod Changer les permissions d’accès
kill Signaux
time Obtenir la date
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Appels Systèmes

▶ Processus : un programme en cours d’exécution12 CHAPITRE 1. INTRODUCTION

sys_fork() {

   ...
   return;
}

...

...

  ...
  // mise a jour des registres
  trap SYS_FORK; 
  ...
}

fork();

fork() {

sys_fork()

NOYAU

Librairie

Application

FIG. 1.8 – Étapes d’un appel système

liste des répertoires à traverser pour accéder au fichier. Un chemin d’accès
est absolu si le point de départ est le répertoire racine. Un chemin d’accès
est relatif si le point de départ est le répertoire courant. Les appels système
permettent de créer les fichiers et les répertoires, ainsi que de les supprimer,
de les ouvrir, de les lire et de les modifier.

1.5 Structure d’un système d’exploitation

1.5.1 Structure en couches

Le système d’exploitation est structuré en couches. Chaque couche uti-
lise les fonctions des couches inférieures. La principale difficulté est la dé-
finition des différentes couches. Par exemple, on peut l’organiser en cinq
couches, comme montré sur la figure 1.9 :
– Au plus bas niveau on trouve le noyau, l’interface entre le matériel et
le logiciel. Il se charge, en utilisant les fonctions fournies par le maté-
riel, de gérer la UCT, les interruptions et les processus (la communi-
cation et la synchronisation). Il doit entièrement résider en mémoire.

– Au second niveau, on trouve le gestionnaire de la mémoire qui se
charge du partage de la mémoire entre les processus en attente d’exé-

▶ Fichier : un ensemble de données enregistrées de façon à être lu et traitées par un ordinateur
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