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The Tai Chi of algebraic modeling

constructors
& co/Horn clauses

destructors
& co/Horn clauses

F(Ini) Ini Fin G(Fin)

unfold

A

initial
algebra

Ini/~
~ Σ-congruence

inv
Σ-invariant

F(A) F'(Ini')
algebra
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G'(Fin')

Fin'
Ini Σ'-consistent 

     ⇔ fold' mono 

G(A)coalgebra
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≅fold 

fold'
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  ⇔ fold' epi 

≅
final

coalgebra

unfold'

nat inc

Fin Σ'-observabel 
       ⇔ unfold' mono 

Fin Σ'-complete 
      ⇔ unfold' epi 

≅

(Σ',AX')

inv = Ini
is the only Σ-invariant

inc = id

Fin/~ = Fin
~ is the only Σ-congruence

nat = id

∀ a,b ∈ Fin :
a=b iff ∃ Σ-congruence ~ : a~b

coinduction⇓
∀ B ⊆ Ini :

B=Ini iff ∃ Σ-invariant inv : inv ⊆ B

induction⇓

L(Ini)

A

F(R(B)) R(B)

B

op#

R(Fin)

B

op L(B) G(L(B))coalgebraalgebra

L:K

➛K

SetS➛

op*

op

L:SetS➛K

R:K SetS➛ R:SetS

object
abstraction

behavior
restriction

recursive corecursive
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Preliminaries

Set denotes the category of sets with functions as morphisms.

Let I be a set of indices and for all i ∈ I , Ai be a set.∏
s∈I Ai denotes the product of all Ai.

For all n > 1, A1 × · · · × An =
∏n

i=1Ai.∐
s∈I Ai denotes the coproduct (= disjoint union) of all Ai.

For all n > 1, A1 + · · · + An =
∐n

i=1Ai.

For all i ∈ I , πi :
∏

s∈I Ai → Ai denotes the i-th projection:
For all a = (ai)i∈I ∈

∏
s∈I Ai, πi(a) = ai.

For all i ∈ I , ιi : Ai →
∐

s∈I Ai denotes the i-th injection:
For all i ∈ I and a ∈ Ai, ιi(a) = (a, i).

Given functions fi : A → Ai for all i ∈ I , 〈fi〉i∈I : A →
∏

s∈I Ai denotes the product
extension of {fi}i∈I : For all a ∈ A, 〈fi〉i∈I(a) = (fi(a))i∈I .∏

s∈I fi = 〈fi ◦ πi〉 and for all n > 1, f1 × · · · × fn =
∏n

i=1 fi.
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�� ��Preliminaries

Given functions gi : Ai → A for all i ∈ I , [gi]i∈I :
∐

s∈I Ai → A denotes the coproduct
extension of {fi}i∈I : For all i ∈ I and a ∈ Ai, [gi](a, i) = gi(a).∐

s∈I gi = [ιi ◦ gi] and for all n > 1, g1 + · · · + gn =
∐n

i=1 gi.

For all a ∈
∏

i∈I Ai and i, k ∈ I , πi(a[b/k]) =def

{
b if i = k,

πi(a) otherwise.

1 denotes the singleton {∗}.
2 denotes the two-element set {0, 1}. The elements of 2 are regarded as truth values.
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Let A be a set.

The function idA : A→ A, defined by idA = λa.a, is the identity on A.

The relation ∆A ⊆ A× A, defined by ∆A = {(a, a) | a ∈ A} is the diagonal of A.

A∗ = {a ∈ An | n ∈ N} is the set of finite words or lists of elements of A.

Bfin(A) = {f : A → N | |supp(f )| < ω} is the set of finite bags or multisets of
elements of A where supp(f ) = {a ∈ A | f (a) 6= 0}.

Pfin(A) = {f : A→ 2 | |supp(f )| < ω} is the set of finite sets of elements of A.

AN is the set of infinite words or lists of elements of A.

A∞ = A∗ ∪ AN denotes the set of finite or infinite words of elements of A.
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CPOs, lattices and fixpoints

Let A be a set and R be a binary relation on A such that R is transitive, i.e., for all
a, b, c ∈ A, aRb and bRc implies aRc, and antisymmetric, i.e., for all a, b ∈ A, aRb and
bRa implies a = b.

R is a partial order and A is a partially ordered set or poset if R is reflexive, i.e.,
for all a ∈ A, aRa. R is a total order and A is a chain if for all a, b ∈ A, aRb or bRa.
If, in addition, R is irreflexive, i.e., for all a ∈ A, ¬aRa, then R is a strict total order.

R is well-founded if each nonempty subset of A has a minimal element w.r.t. R. If,
in addition, R is a strict total order, then R is a well-order and, consequently, each
nonempty subset of A has a least element w.r.t. R.

Let A be a poset with partial order ≤, ≥=≤−1 and λ be an ordinal number.

B = {ai | i < λ} ⊆ A is a λ-chain of A if for all ordinals i < j < λ, ai ≤ aj.

B = {ai | i < λ} ⊆ A is a λ-cochain of A if for all ordinals i < j < λ, ai ≥ aj.
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�� ��CPOs, lattices and fixpoints

Remember that an ordinal number is either

• 0 or
• a successor ordinal n + 1 = n ∪ {n} for some ordinal n,
• a limit ordinal, i.e., an infinite set {0, 1, 2, 3, 4, . . . } of ordinals.

A is λ-complete or a λ-CPO if A has a least element ⊥ w.r.t. ≤ and for each λ-chain
B of A, A contains the supremum tB of B.

A is λ-cocomplete or a λ-coCPO if A has a greatest element > w.r.t. ≤ and for each
λ-cochain B of A, A contains the infimum uB of B.

Note that ≥ is a partial order iff ≤ is so, but cocompleteness w.r.t. ≤ usually does not
agree with completeness w.r.t. ≥.

A product of n CPOs is also a CPO. Partial order, least element and suprema are defined
componentwise.
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The set of functions from a set A to a CPO B is a CPO. The partial order is defined
argumentwise: For all f, g : A→ B,

f ≤ g ⇔def ∀ a ∈ A : f (a) ≤ g(a). (1)

The least element of A→ B is given by Ω = λx.⊥. Suprema are also defined argument-
wise: For all λ-chains {fi : A→ B}i∈N and a ∈ A,

(ti∈Nfi)(a) =def ti∈N fi(a). (2)

A is directed if each finite subset of A has a least upper bound w.r.t. R.

Proposition DIR ([43], Cor. 1) Let A be λ-CPO with partial order ≤. For all directed
subsets B of A with |B| ≤ λ, A contains the supremum tB of B.

Proof. We show the conjecture only for λ = ω and refer to the proof of [43], Thm. 1, for
the generalization to arbitrary ordinal numbers.

Let B be a countable directed subset of A. If B is a chain, then tB exists because A
is ω-complete. Otherwise B is infinite: If B were finite, B would contain two different
maximal elements w.r.t. R, which contradicts the directedness of B.
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Since B is infinite, there is a bijection f : N → B. We define subsets Bi, i ∈ N, of B
inductively as follows: B0 = {f (0)} and Bi+1 = Bi ∪ {f (i), bi} where i = min(f−1(B \
Bi)) and bi is an upper bound of f (i) and (all elements of) Bi. bi exists because B is
directed and Bi ∪ {f (i)} is a finite subset of B.

For all i ∈ N, Bi is finite and directed and thus a (countable) chain. Since A is ω-
complete, Bi contains the supremum tBi of Bi. Since Bi ⊆ Bi+1, {tBi | i ∈ N} is also
a countable chain and thus has a supremum c in A. c is the supremum of C = ∪i∈NBi:
For all i ∈ N and b ∈ Bi, b ≤ tBi ≤ c. Hence c is an upper bound of C. Let d be an
upper bound of C. Then for all i ∈ N, tBi ≤ d and thus c ≤ d.

Of course, ∪i∈NBi ⊆ B. Conversely, let b ∈ B. Since for all i ∈ N, |Bi| > i, there is
k ∈ N with b ∈ Bk. Hence B = C and thus c = tB. o

Let A,B be posets.

f : A→ B is monotone if for all a, b ∈ A, a ≤ b implies f (a) ≤ f (b).
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Let A,B be λ-CPOs.

f : A→ B is λ-continuous if for all λ-chains B of A,

f (tB) = t{f (b) | b ∈ B}.

f : A→ B is λ-cocontinuous if for all λ-cochains B of A,

f (uB) = u{f (b) | b ∈ B}.

If f is λ-co/continuous, then f is monotone.
If f is monotone, then f is λ-continuous iff for all λ-chains B of A,
f (tB) ≤ t{f (b) | b ∈ B}.
If f is monotone, then f is λ-cocontinuous iff for all λ-cochains B of A,
u{f (b) | b ∈ B} ≤ f (uB).
If f is monotone and all λ-co/chains of A are finite, then f is λ-co/continuous.

Given λ-CPOs A and B, A→c B denotes the set of λ-continuous functions from A to B.
Since Ω and suprema of λ-chains of λ-continuous functions are λ-continuous, A→c B is
a λ-CPO.
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Kleene’s Fixpoint Theorem [37] (also known as Kleene’s first recursion theorem)

(1) Let A be an ω-CPO and f : A→ A be ω-continuous.

lfp(f ) = tn∈Nf
n(⊥) is the least fixpoint of f .

(2) Let A be an ω-coCPO and f : A→ A be ω-cocontinuous.

gfp(f ) = un∈Nf
n(>) is the greatest fixpoint of f .

Proof.

(1) Since f is ω-continuous, f is monotone and thus ⊥ ≤ f (⊥) ≤ f 2(⊥) ≤ . . . is an
ω-chain. Since f (tn∈Nf

n(⊥)) = tn∈Nf
n+1(⊥) = tn∈Nf

n(⊥), lfp(f ) is a fixpoint of f .

Let a be a fixpoint of f . We show fn(⊥) ≤ a for all n ∈ N by induction on n: f 0(⊥) =

⊥ ≤ a. If fn(⊥) ≤ a, then fn+1(⊥) ≤ f (a) = a because f is monotone. Hence
lfp(f ) ≤ a, i.e., lfp(f ) is the least fixpoint of f .

(2) Analogously. o
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A poset A is a complete lattice if each subset B of A has a supremum tB and an
infimum uB in A.

⊥ = t∅ is the least element and > = u∅ is the greatest element of A.

Let A,B be complete lattices.

f : A→ B is continuous if for all C ⊆ A, f (tC) = tc∈Cf (c).

f : A→ B is cocontinuous if for all C ⊆ A, f (uC) = uc∈Cf (c).

If f is continuous or cocontinuous, then f is monotone.

Proof. Let a ≤ b. Then a u b = a and a t b = b and thus f (a) u f (b) = f (a u b) = f (a)

or f (a) t f (b) = f (a t b) = f (b). Hence f (a) ≤ f (b). o

Let A be a poset and f : A→ A.

a ∈ A is f-closed if f (a) ≤ a. a is f-dense if a ≤ F (a). a is a fixpoint of f if f (a) = a.
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Fixpoint Theorem of Knaster and Tarski [62]

Let A be a complete lattice and f : A→ A be monotone.

(1) lfp(f ) = u{a ∈ A | a is f -closed} is the least fixpoint of f .

(2) gfp(f ) = t{a ∈ A | a is f -dense} is the greatest fixpoint of f .

Proof.

(1) Let a be f -closed. Then lfp(f ) ≤ a and thus f (lfp(f )) ≤ f (a) ≤ a, i.e., f (lfp(f ))

is a lower bound of all f -closed elements of A. Hence (3) f (lfp(f )) ≤ lfp(f ). Since f is
monotone, (3) implies that f (lfp(f )) is f -closed and thus (4) lfp(f ) ≤ f (lfp(f )). By (3)
and (4), lfp(f ) is a fixpoint of f .

Let a be a fixpoint of f . Then a is f -closed and thus lfp(f ) ≤ a.

(2) Analogously. o
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Zermelo’s Fixpoint Theorem ([1], Prop. 1.3.1; [40], Ext. Folk Thm. 6; [9], Thm.
4.1.1)

(1) Let A be a λ-CPO with |A| < λ, f : A→ A be monotone and B = {ai | i < λ} be
the λ-chain of A that is defined as follows: a0 = ⊥, for all ordinals i < λ, ai+1 = f (ai),
and for all limit ordinals i < λ, ai = tk<iak. For some i < λ, ai is the least fixpoint f ,
i.e., lfp(f ) = f |A|(⊥).

(2) Let A be a λ-coCPO with |A| < λ, f : A→ A be monotone and B = {ai | i < λ} be
the λ-cochain of A that is defined as follows: a0 = >, for all ordinals i < λ, ai+1 = f (ai),
and for all limit ordinals i < λ, ai = uk<iak. For some i < λ, ai is the greatest fixpoint
f , i.e., gfp(f ) = f |A|(>).

Proof.

(1) First we show by transfinite induction on i that

for all i < λ, ai is defined and for all k < i, ak ≤ ai. (3)
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Of course, a0 = ⊥ is defined. Let i > 0. If i is a successor ordinal, then i = j+1 for some
j. By induction hypothesis, aj is defined and for all k < j, ak ≤ aj. Hence ai = f (aj)

is defined. Since f is monotone, ak = ak+1 = f (ak) ≤ f (aj) = ai. If i is a limit ordinal,
then by induction hypothesis, for all k < j < i, aj is defined and ak ≤ aj.

Hence C = {ak | k < i} is a λ-chain and thus ai = tC exists. Hence for all k < i,
ak ≤ ai.

We conclude from (3) that B is a λ-chain.

Assume that for all i < λ, ai 6= ai+1. Then {ai | i < λ} were a subset of A with
cardinality λ, which contradicts the assumption that the cardinality of A is less than λ.
Hence ai = ai+1 = f (ai) for some i < λ, i.e., ai is a fixpoint of f .

Let b be a fixpoint of f . We show by transfinite induction on i that

for all i < λ, ai ≤ b. (4)

Of course, a0 = ⊥ ≤ b. Let i > 0. If i is a successor ordinal, then i = j + 1 for some
j. By induction hypothesis, aj ≤ b and thus ai = aj+1 = f (aj) ≤ f (b) = b because f
is monotone. If i is a limit ordinal, then ai = tk<iak. By induction hypothesis, for all
k < i, ak ≤ b. Hence ai ≤ b.
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We conclude from (4) that ai is the least fixpoint of f .

(2) Analogously. o

Fixpoint induction

Let

(a) A be a complete lattice or a λ-CPO with |A| < λ and f : A→ A be monotone or
(b) A be an ω-CPO and f be ω-continuous.

(1) For all f -closed a ∈ A, lfp(f ) ≤ a.
(2) For all n > 0 and fn-closed a ∈ A, lfp(f ) ≤ a.

Proof. (1) Let (a) hold true. If A is a complete lattice, then by the Fixpoint Theorem
of Knaster and Tarski, lfp(f ) = u{a ∈ A | f (a) ≤ a} ≤ a. If A is a λ-CPO, then by
transfinite induction on i, for all i < λ, f i(⊥) ≤ a because f is monotone and a is f -
closed. Hence by Zermelo’s Fixpoint Theorem, lfp(f ) = f |A|(⊥) ≤ a. Let (b) hold true.
By induction on n, for all i ∈ N, f i(⊥) ≤ a because f is monotone and a is f -closed.
Hence by Kleene’s Fixpoint Theorem (1), lfp(f ) = ti∈Nf

i(⊥) ≤ a.
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(2) Let (a) hold true. If A is a complete lattice, then

b =def ui>0f
i(a) ≤ fn(a) ≤ a = f 0(a). (4)

By (3), for all i > 0, b ≤ f i−1(a) and thus f (b) ≤ f i(a) because f is monotone. Hence
f (b) is a lower bound of {f i(a) | i > 0} and thus f (b) ≤ b, i.e., b is f -closed. By
the Fixpoint Theorem of Knaster and Tarski, lfp(f ) = u{c ∈ A | f (c) ≤ c}. Hence
(3) implies lfp(f ) ≤ b ≤ a. If A is a λ-CPO, then by transfinite induction on i, for
all i < λ, fn∗i(⊥) ≤ a because f is monotone and a is f -closed. Hence by Zermelo’s
Fixpoint Theorem, lfp(f ) = f |A|(⊥) ≤ a. Let (b) hold true. By induction on n, for all
i ∈ N, fn∗i(⊥) ≤ a because f is monotone and a is f -closed. Hence by Kleene’s Fixpoint
Theorem (1), lfp(f ) = ti∈Nf

i(⊥) = ti∈Nf
n∗i(⊥) ≤ a. o
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Fixpoint coinduction

Let

(a) A be a complete lattice or a λ-coCPO with |A| < λ and f : A→ A be monotone or
(b) A be an ω-coCPO and f be ω-cocontinuous.

(1) For all f -dense a ∈ A, a ≤ gfp(f ).
(2) For all n > 0 and fn-dense a ∈ A, a ≤ gfp(f ).

Proof. Analogously. o

Computational induction

Let A be an ω-CPO, f : A→ A be ω-continuous and B be an admissible subset of A,
i.e., for all ω-chains C of A, C ⊆ B implies tC ∈ B.

If ⊥ ∈ B and for all b ∈ B, f (b) ∈ B, then lfp(f ) ∈ B. (1)

Proof. (1) provides the induction base and the induction step of a proof by induction
on n that for all n ∈ N, fn(⊥) ∈ B. Since B is admissable, we conclude lfp(f ) =

tn∈Nf
n(⊥) ∈ B by Kleene’s Fixpoint Theorem (1). o
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Computational coinduction

Let A be an ω-coCPO, f : A→ A be ω-cocontinuous and B be an co-admissible subset
of A, i.e., for all ω-cochains C of A, C ⊆ B implies uC ∈ B.

If > ∈ B and for all b ∈ B, f (b) ∈ B, then gfp(f ) ∈ B.

Proof. Analogously. o

Noetherian induction

Let A be a class, R be a well-founded relation on A and B be a subset of A.

If for all a ∈ A, (∀ b ∈ A : bRa⇒ b ∈ B) implies a ∈ B, then B = A.

Proof. Assume that the premise holds true, but there is a ∈ A \ B. Then the premise
implies bRa and b 6∈ B for some b ∈ A, i.e., b ∈ A \ B. We may repeat this conclusion
(with b instead of a) infinitely often and thus obtain a subset of A without a least element
w.r.t. R. o

If R is a well-order, then Noetherian induction is also called transfinite induction.
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Categories

poset notion categorical notion

element object
a A

ordered pair morphism
a ≤ b f : A→ B

least element initial object
greatest element final object

upper bound cocone
lower bound cone

supremum (least upper bound) colimit
infimum (greatest lower bound) limit

λ-complete poset (CPO) λ-cocomplete category K
λ-cocomplete poset λ-complete category K
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complete lattice complete and cocomplete category

monotone function functor

a ≤ b ⇒ f (a) ≤ f (b) A
f−→ B ⇒ F (A)

F (f)−→ F (B)

f -closed element a: f (a) ≤ a α F -algebra: F (A)
α−→ A

f -dense element a: a ≤ f (a) α F -coalgebra: A α−→ F (A)

λ-continuous function λ-cocontinuous functor
f (ti<λai) = ti<j<λf (ai) F (colim{fi,j : Ai → Aj}i<λ)

= colim{F (fi,j) : F (Ai)→ F (Aj)}i<jλ

λ-cocontinuous function λ-continuous functor
f (ui<λai) = ui<λf (ai) F (lim{fj,i : Aj → Ai}i<j<λ)

= lim{F (fj,i) : F (Aj)→ F (Ai)}i<j<λ

Galois connection adjunction F a G

f (a) ≤ b⇔ a ≤ g(b)
A→ G(B)

F (A)→ B
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A (locally small) category K consists of

• a class of objects, also denoted by K,

• for all A,B ∈ K a set K(A,B) of K-morphisms,

• an associative composition

◦ : K(A,B)×K(B,C) −→ K(A,C)

(f, g) 7−→ g ◦ f,

• for all A ∈ K an identity idA ∈ K(A,A) such that for all B ∈ K und f ∈ K(A,B),
f ◦ idA = f = idB ◦ f . idA is also written as just A.

If the class of all objects of K is a set, then K is small.

Mor (K) denotes the class of all sets K(A,B) with A,B ∈ K.
f ∈ K(A,B) is usually written as f :A→ B. A is the source und B the target of f .

A category L is a subcategory of K if all objects of L are objects of K and all L-
morphisms are K-morphisms. L is full if all K-morphisms between objects of L are
L-morphisms.
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f ∈ K(A,B) is (an) epi(morphismus) if for all g, h ∈ K(B,C), g ◦ f = h ◦ f implies
g = h.

f ∈ K(A,B) is (a) mono(morphismus) if for all g, h ∈ K(C,A), f ◦ g = f ◦ h implies
g = h.

g ∈ K(B,A) is a retraction or split epi if g ◦ f = idA for some f ∈ K(A,B).

f ∈ K(A,B) is a coretraction, section or split mono if g ◦ f = idA for some g ∈
K(B,A).

f ∈ K(A,B) is (an) iso(morphismus) and A andB are isomorphic, written as A ∼= B,
if f is a retraction and a coretraction.

If f ∈ K(A,B) is iso, then g ∈ K(B,A) with g ◦ f = idA and f ◦ g = idB is unique.

Isomorphism is the equality of category theory:
Isomorphic objects have the same categorical properties.
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Lemma EPIMON Let f ∈ K(A,B) and g ∈ K(B,C).

• If g ◦ f is epi, then g is epi.
• If g ◦ f is mono, then f is mono.

The dual category Kop of K is constructed from K by keeping the objects, but reversing
the arrows, i.e., for all A,B ∈ K, Kop(A,B) = K(B,A).

The product category K×L has pairs (A,B) of objects A ∈ K and B ∈ L as objects
and pairs (f, g) of K-morphisms f : A→ C and L-morphisms f : B → D as morphisms.

Let K be a category. A K-object I is initial in K if for all K-objects A there is a unique
K-morphism iniA :I → A.

A K-object F is final or terminal in K if for all K-objects A there is a unique K-
morphism finA :A→ F .

All initial K-objects are isomorphic.

All final K-objects are isomorphic.
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The S-sorted set A with As = ∅ for all s ∈ S is initial in SetS.

Any S-sorted set A with |As| = 1 for all s ∈ S is final in SetS.

Lemma MINMAX

(1) If I is initial in K, then all K-monomorphisms f : A→ I are isomorphisms.

(2) If F is final in K, then all K-epimorphisms g : F → A are isomorphisms.

Proof.

(1) Let I be initial in K. Then f ◦ iniA = idI . Hence f ◦ iniA ◦ f = idI ◦ f = f = f ◦ idA
and thus iniA ◦ f = idA because f is mono. Hence f is iso.

(2) Let F be final in K. Then finA ◦ g = idF . Hence g ◦ finA ◦ g = g ◦ idF = g = idA ◦ g
and thus g ◦ finA = idA because g is epi. Hence g is iso. o
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Let K be a category with final object 1K. X ∈ K has the fixpoint property if for all
K-morphisms f : X → X there is x : 1K → X with f ◦ x = x.

A K-morphism f : A → X is ubiquitous if for all K-morphisms g : A → X there is
a : 1K → A with f ◦ a = g ◦ a.

Lawvere’s Fixpoint Theorem ([59], Thms. 1 quarto and 5; [70], Thm. 1)

Let K be a category with final object 1K.

(1) X ∈ K has the fixpoint property iff there is an ubiquitous K-morphism f : A→ X .

(2) Let K be Cartesian closed (see Adjunctions) and f : A → XA be a surjective
morphism, i.e., for all g : 1K → XA there is ag : 1K → A such that f ◦ ag = g. Then X
has the fixpoint property.
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Proof.

(1) Let f : A → X be ubiquitous and g : X → X be a K-morphism. Then f ◦ ag =

g ◦ f ◦ ag for some ag : 1K → A, i.e., f ◦ ag is a fixpoint of g. Conversely, suppose that
X ∈ K has the fixpoint property. Let g : X → X be a K-morphism with fixpoint xg.
Then idX(xg) = xg = g(xg). Hence the identity on X is ubiquitous.

(2) By (1), it is sufficient to find an ubiquitous K-morphism h : A → X . Define h as
f ∗ ◦ 〈idA, idA〉 and let g : A→ X . Then

h ◦ ag = f ∗ ◦ 〈idA, idA〉 ◦ ag = f ∗ ◦ 〈ag, ag〉 = f ◦ π1〈ag, ag〉 = f ◦ ag.

Hence h is ubiquitous. o

Corollaries

(1) Cantor: The set 2N of infinite bit streams is uncountable.

Proof. Let K = Set. g : 2 → 2 with g(0) = 1 and g(1) = 0 does not have a fixpoint.
Hence by Lawvere’s Fixpoint Theorem (2), there is no surjective morphism f : N → 2N

and thus 2N is uncountable. o
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(2) For all sets A with |A| 6= 2, |A| < |2A|.

Proof. Same argument as in the proof of (1). o

(3) Russell: The collection C of all sets that do not contain themselves is not a set.

Proof. Let K be the category of classes, A be the class of all sets and f : A→ 2A be the
function that maps each set B to its characteristic function χB : B → 2, i.e., for all sets
C, χB(C) = 1 iff C ∈ B. Let g : 2→ 2 with g(0) = 1 and g(1) = 0. Assume that C is a
set. Then C is the pre-image of h = g ◦f ∗ ◦〈idA, idA〉 in A under f , i.e., f (C) = χC = h.
This leads to a contradiction:

f (C)(C) = h(C) = g(f ∗(C,C)) = g(f (C)(C)).

Hence C 6∈ A, i.e., C is not a set (and thus f is not surjective). This proof uses Lawvere’s
Fixpoint Theorem (2) only insofar as its conjecture is derived from the fact that 2 does
not have the fixpoint property. o

[59], Section 3.1, and [70], §3 and §5, employ the same line of argument for re-establishing
well-known “negative” results, such as the unsolvability of the halting problem (Turing),
the incompleteness of arithmetic theories (Gödel) or the undefinability of truth (Tarski).
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Functors and natural transformations

Functors are mappings between categories.

Natural transformations are mappings between functors.

Let K and L be two categories. A functor F : K → L maps each K-Objekt to an
L-object and each K-morphism f :A→ B to an L-morphism F (f ) :F (A)→ F (B) such
that

• for all K-objects A, F (idA) = idF (A),

• for all K-morphisms f :A→ B and g :B → C, F (g ◦ f ) = F (g) ◦ F (f ).

If K = L, then F is called an endofunctor.
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Example

The Haskell function map : (a→ b)→ [a]→ [b] is a functor from Set to the category of
monoids and monoid homomorphisms: for all A ∈ Set and all functions f : A→ B,

map(A) = (A∗,++, []),

map(f )([a1, . . . , an]) = [f (a1), . . . , f (an)].

IdK : K → K denotes the identity functor that maps each object or morphism of K to
itself.

The Hom functor Hom : Kop ×K → Set maps (A,B) ∈ Kop ×K to K(A,B)

and (f : C → A, g : B → D) ∈ Kop(A,C)×K(B,D) to λh : A→ B.(g◦h◦f : C → D).

The category Cat has categories K as objects and functors F : K → L as morphisms.
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Given two functors F,G : K → L, a natural transformation τ : F → G assigns to
each object A ∈ K an L-morphism τA : F (A) → G(A) such that for all K-morphisms
f : A→ B the following diagram commutes:

F (A)
τA �G(A)

F (B)

F (f )

g τB �G(B)

G(f )

g
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If for all A ∈ K, τA is an isomorphism, then τ : F → G is a natural equivalence and
F and G are naturally equivalent.

Compositions of functors and/or natural transformations

• Let F : K → L and G : L →M.
Then FG : K →M and for all A ∈ K, GF (A) = G(F (A)).
• Let F,G : K → L, τ : F → G and H : L →M.
Then Hτ : HF → HG and for all A ∈ K, (Hτ )A = HτA.
• Let F : K → L, G,H : L →M and τ : G→ H.
Then τF : GF → HF and for all A ∈ K, (τF )A = τF (A).
• Vertical Composition. Let F,G,H : K → L, τ : F → G and η : G→ H.
Then ητ : F → H and for all A ∈ K, (ητ )A = ηA ◦ τA.
• Horizontal Composition. Let F,G : K → L, τ : F → G, F ′, G′ : L → M and
τ ′ : F ′ → G′. Then

F ′F
τ ′τ−→ G′G = F ′F

F ′τ−→ F ′G
τ ′G−→ G′G = F ′F

τ ′F−→ G′F
G′τ−→ G′G.
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Given two categories K and L, the category Fun(K,L) has all functors F : K → L as
objects and all natural transformations between such functors and their vertical compo-
sitions as morphisms.

Let T : Set→ Set be a functor and A be a set.

The strength
stT,A : T (−)A → (−)AT

of T and A is defined as follows (see [32], p. 380): For all sets B, g ∈ T (BA) and a ∈ A,

stT,AB (g)(a) = T ((λf : BA.f (a)): BA → B)(g): T (B).

stT,A is a natural transformation, i.e., for all h : B → C, the following diagram commutes:

T (BA)
stT,AB�T (B)A

T (CA)

T (hA)

g stT,AC�T (C)A

T (h)A

g
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Proof. For all g ∈ T (BA) and a ∈ A,

(T (h)A ◦ stT,AB (g))(a) = (T (h)A ◦ λa.T (λf.f (a))(g))(a) = T (h)A(T (λf.f (a))(g))

= (T (h) ◦ T (λf.f (a)))(g) = T (h ◦ λf.f (a))(g) = T (λf.h(f (a)))(g),

stT,AC (T (hA)(g))(a) = T (λf.f (a))(T (hA)(g)) = (T (λf.f (a)) ◦ T (hA))(g)

= T ((λf.f (a)) ◦ hA)(g)
(∗)
= T (λf.h(f (a)))(g) o

Lemma

(λf.f (a)) ◦ hA = λf.h(f (a)). (∗)

Proof of (∗). For all a ∈ A and g ∈ BA,

(λf.f (a))(hA(g)) = (λf.f (a))(h ◦ g) = h(g(a)) = (λf.h(f (a)))(g). o
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Limits and colimits

Given two categories I and K, a diagram of type I in K is a functor D : I → K.

The actual objects and morphisms in I are irrelevant, only the way in which they are
interrelated matters. D is thought of as indexing a collection of objects and morphisms
in K patterned on I. One may also view D as the node- resp. edge-labelling function of
a labelled graph whose nodes and edges are the objects resp. morphisms of I.
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col

colimit
object

μ
μ μ μ

ν ν
ν ν

A diagram, its colimit and a further cocone
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A set µ = {µn : D(n) → C | n ∈ I}) of K-morphisms is a cocone of D if for all
e ∈ I(m,n), µm = µn ◦ D(e). C is called the target of µ.

A cocone ν of D with target C is a colimit of D if for all D ∈ K and cocones µ of D
there is a unique K-morphism colD :C → D such that for all n ∈ I, colD ◦ νn = µn.

All colimits of D are isomorphic.

An object is initial in K if it is the target object of a colimit of the empty diagram ∅ → K.
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limit
object

lim

ν νν

μ
μ μ

A diagram, its limit and a further cone
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A set µ = {µn : C → D(n) | n ∈ I} of K-morphisms is a cone of D if for all e ∈ I(m,n),
D(e) ◦ µm = µn. C is called the source of µ.

A cone ν of D with source C is a limit of D if for all D ∈ K and cones µ of D there is
a unique K-morphism limD :D → C such that for all n ∈ I, νn ◦ limD = µn.

All limits of D are isomorphic.

An object is final in K if it is the source object of a limit of the empty diagram ∅ → K.

K is cocomplete if each diagram in K has a colimit.

K is complete if each diagram in K has a limit.
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coproduct
object

pushout
object

f g
coequalizer

object
f

g

col col

col

A BA+B coeq(f,g)

po(f,g)

ιA ιB nat
A B

C

The coproduct A + B, the coequalizer coeq(f, g)

and the pushout po(f, g) = coeq(ιA ◦ f, ιB ◦ g) are colimits.

If C is initial in K, then po(f, g) = A + B.

Coequalizers are epimorphisms.
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Let A + B be a coproduct (object) of A and B and I be initial in K.

Since all coproducts with the same summands are isomorphic,
A + (B + C) ∼= (A + B) + C ∼= A + B + C, A + B ∼= B + A and I + A ∼= A.

Let K = SetS.

The coequalizer of f, g : A → B is the quotient of B by the equivalence closure of
R = {(f (a), g(a)) ∈ B × B | a ∈ A} together with the corresponding natural map that
sends an element of B to its equivalence class.

The pushout of f : A → B and g : A → C is the quotient of B ∪ C by the equivalence
closure of R = {(f (a), g(a)) ∈ B × C | a ∈ A} together with the corresponding natural
maps that send an element of B resp. C to its equivalence class.

If f and g are inclusion maps, then the pushout object is isomorphic to B ∪ C.
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product
object

pullback
object

f g
equalizer
object

f

g

lim lim

lim

AxB eq(f,g)
πA πB

A B

inc

pb(f,g)

A B

C

The product A×B, the equalizer eq(f, g)

and the pullback pb(f, g) = eq(f ◦ πA, g ◦ πB) are limits.

If C is final in K, then pb(f, g) = A×B.

Equalizers are monomorphisms.
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Let A×B be a product (object) of A and B, F be final in K and I be initial in K.

Since all products with the same factors are isomorphic,
A× (B×C) ∼= (A×B)×C ∼= A×B×C, A×B ∼= B×A, A×F ∼= A and A× I ∼= I .

Let K = SetS.

The equalizer of f, g : A→ B is the set of all a ∈ A such that f (a) = g(a) together with
the corresponding inclusion map.

The pullback of f : A → C and g : B → C is the set of all (a, b) ∈ A × B such that
f (a) = g(b) together with the corresponding projections.

If f and g are inclusion maps, then the pullback object is isomorphic to A ∩B.
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Quotient Theorem (construction of colimits in Set)

A cocone ν of a diagram D : I → K in Set is the colimit of D iff the target C of ν is
isomorphic to the quotient

(
∐
n∈I

D(n))/∼

of the disjunct union over N of all node labels of D by the equivalence closure ∼ of

{(a,D(e)(a)) ∈ (
∐
n∈I

D(n))2 | a ∈ D(m), e ∈ I(m,n), m, n ∈ I}.

For all n ∈ I, νn : D(n)→ C is the composition of the injection

ιn : D(n)→
∐
n∈I

D(n)

with the natural map nat :
∐

n∈I D(n)→ C.
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Subset Theorem (construction of limits in Set)

A cone ν of a diagram D : I → K in Set is the limit of D iff the source C of ν is
isomorphic to the subset

{a ∈
∏
n∈I

D(n) | ∀ m,n ∈ I, e ∈ I(m,n) : D(e)(πm(a)) = πn(a)}

of the product over I of the images under D.

For all n ∈ I, νn : C → D(n) is the composition of the inclusion

inc : C →
∏
n∈I

D(n)

with the projection πn :
∏

n∈I D(n)→ D(n).
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Colimit Theorem
(generalizes the Quotient Theorem to cocomplete categories)

Let K be a category such that each family of K-objects has a coproduct and each pair
f, g : A→ B of K-morphisms has a coequalizer.

A cocone ν of a K-diagram D : I → K is the colimit of D if the target C of ν is
isomorphic to the coequalizer object of the pair of K-morphisms

ψ1, ψ2 :
∐
m∈I

{D(m) | e ∈ I(m,n)} →
∐
n∈I

D(n)

where ψ1 and ψ2 are the coproduct extensions of

{ιm : D(m)→
∐
n∈I

D(n) | m ∈ I}

and
{ιn ◦ D(e) : D(m)→

∐
n∈I

D(n) | e ∈ I(m,n)},

respectively.
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ψ1
ψ2

D(m) 

ιe

ιe

D(m)

D(m)
D(e)

ιn

ιm

coeq(ψ1,ψ2)

colimit(D)

D(n)

∏
e∈I(m,n) D(n) 

∏
n∈I

colimit(D) coequalizes the coproduct extensions ψ1 and ψ2.
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Limit Theorem
(generalizes the Subset Theorem to complete categories)

Let K be a category such that each family of K-objects has a product and each pair
f, g : A→ B of K-morphisms has an equalizer.

A cone ν of a K-diagram D : I → K is the limit of D if the source C of ν is isomorphic
to the equalizer object of the pair of K-morphisms

ψ1, ψ2 :
∏
m∈I

D(m)→
∏
n∈I

{D(n) | e ∈ I(m,n)}

where ψ1 and ψ2 are the product extensions of

{πn :
∏
m∈I

D(m)→ D(n) | n ∈ I}

and
{D(e) ◦ πm :

∏
m∈I

D(m)→ D(n) | e ∈ I(m,n)},

respectively.
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ψ1
ψ2

πe

πe

πm

πn

eq(ψ1,ψ2)

limit(D)

D(n) D(m)
D(e)

D(n)

D(n) ∏
e∈I(m,n) D(m) ∏

m∈I

limit(D) equalizes the product extensions ψ1 and ψ2.
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Sorted sets, functions and relations

Let S be a finite set of sorts.

An S-sorted or S-indexed set is a tuple A = (As)s∈S of sets. A is nonempty if for all
s ∈ S, As 6= ∅.

An S-sorted subset B of A, written as B ⊆ A, is an S-sorted set with Bs ⊆ As for all
s ∈ S.

Given S-sorted sets A1, . . . , An, an S-sorted relation r ⊆ A1× · · · ×An is an S-sorted
set with rs ⊆ A1,s × . . .× An,s for all s ∈ S. If n = 2 and A1 = A2, then r is a binary
relation on A1.

Given S-sorted sets A,B, an S-sorted function f : A → B is an S-sorted set such
that for all s ∈ S, fs is a function from As to Bs.

BA denotes the set of S-sorted functions from A to B.

SetS denotes the product category of S-sorted sets as objects and S-sorted functions as
morphisms.

Let f be an S-sorted function.

f is epi iff f is surjective. f is mono iff f is injective. f is iso iff f is bijective.
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The diagonal of A2 is the S-sorted binary relation ∆A with ∆A,s = ∆As.

Let BS be a finite set of sets. T(S,BS) denotes the inductively defined set of types
over S and BS:

s ∈ S ⇒ s ∈ T(S,BS), (set variables)
X ∈ BS ⇒ X ∈ T(S,BS), (constant types are sets)
e1, . . . , en ∈ T(S,BS) ⇒ e1 × · · · × en, e1 + · · · + en ∈ T(S,BS),

e ∈ T(S,BS) ⇒ word(e), bag(e), set(e) ∈ T(S,BS),

(word, bag and set types)
X ∈ BS ∧ e ∈ S ⇒ eX ∈ T(S,BS). (power types)

We regard e ∈ T(S,BS) as a finite tree: Each inner node of e is labelled with a type
constructor (×, +, word, bag, set or _X for some X ∈ BS) and each leaf is labelled
with an element of S or BS.

e ∈ T(S,BS) is flat if e ∈ S ∪ BS or e ∈ {word(s), bag(s), set(s)} for some s ∈ S.
FT(S,BS) denotes the set of flat types over S and BS.

A collection type is a word, bag or set type. A type is polynomial if it does not
contain set types.
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The semantics of e is a functor Fe : SetS → Set (also called predicate lifting; see
[29, 30]) that is inductively defined as follows:

Let A,B be S-sorted sets, h : A → B be an S-sorted function, s ∈ S, X ∈ BS,
e, e1, . . . , en ∈ T(S,BS), a1, . . . , an ∈ Fe(A), f ∈ Bfin(Fe(A)), g ∈ Pfin(Fe(A)), b ∈
Fe(B) and g′ : X → Fe(A).

Fs(A) = As, Fs(h) = hs,

FX(A) = X, FX(h) = idX , (constant functors)
Fe1×···×en(A) = Fe1(A)× . . .× Fen(A), Fe1×···×en(h) = Fe1(h)× . . .× Fen(h),

Fe1+···+en(A) = Fe1(A) + · · · + Fen(A), Fe1+···+en(h) = Fe1(h) + · · · + Fen(h),

Fword(e)(A) = Fe(A)∗, Fword(e)(h)(a1 . . . an) = Fe(h)(a1) . . . Fe(h)(an),

Fbag(e)(A) = Bfin(Fe(A)), Fbag(e)(h)(f )(b) =
∑
{f (a) | a ∈ Fe(A), Fe(h)(a) = b},

Fset(e)(A) = Pfin(Fe(A)), Fset(e)(h)(g)(b) =
∨
{g(a) | a ∈ Fe(A), Fe(h)(a) = b},

FeX(A) = Fe(A)X , FeX(h)(g′) = Fe(h) ◦ g′.
Hence predicate lifting extends S-sorted sets to T(S,BS)-sorted sets.

We often write Ae for the set Fe(A) and he for the function Fe(h).

Every function E : S → T(S,BS) induces an endofunctor FE : SetS → SetS: For all
s ∈ S, FE(A)(s) = FE(s)(A) and FE(h)(s) = FE(s)(h).
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Given an S-sorted relation r ⊆ A×B, r is extended to an T(S,BS)-sorted relation (also
called relation lifting; see [29, 30]) inductively as follows:

Let s ∈ S, e, e1, . . . , en ∈ T(S,BS) and X ∈ BS.

rX = ∆X ,

re1×···×en = {((a1, . . . , an), (b1, . . . , bn)) | ∀ 1 ≤ i ≤ n : (ai, bi) ∈ rei)},
re1+···+en = {((a, i), (b, i)) | (a, b) ∈ rei, 1 ≤ i ≤ n},
rword(e) = {(a1 . . . an, b1 . . . bn) | ∀ 1 ≤ i ≤ n : (ai, bi) ∈ re, n ∈ N},
rbag(e) = {(f, g) | ∃ h : supp(f )

∼→ supp(g) : (a, h(a)) ∈ re ∧ f (a) = g(h(a))},
rset(e) = {(f, g) | ∃ h : supp(f )

∼→ supp(g) : (a, h(a)) ∈ re ∧ f (a) = g(h(a))},
reX = {(f, g) | ∀ x ∈ X : (f (x), g(x)) ∈ re}.

Proposition

For all S-sorted sets A, e ∈ T(S,BS) and a ∈ Ae, (a, a) ∈ ∆A,e

Proof. Analogously to the proof of [30], Lemma 4.1.2, or the proposition on page 5 of
[66]. o
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Signatures

A signature Σ = (S,BS, F, P ) consists of

• a finite set S (of sorts),
• a finite set BS (of base sets),
• a (finite) set F of function symbols f : e→ e′,
• a (finite) set P of predicates p : e,

where e, e′ ∈ T(S,BS).

Given s ∈ S, particular predicates are the binary s-equality =s: s × s and the unary
s-membership ∈s: s.

For all f : e→ e′ ∈ F , dom(f ) = e is the domain of f and ran(f ) = e′ is the range of
f . For all p : e ∈ P , dom(p) = e is the domain of p.

For all s ∈ S, f : e→ s ∈ F is an s-constructor and g : s→ e is an s-destructor.

Σ is constructive resp. destructive if F consists of constructors resp. destructors.
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Σ is polynomial if for all f : e→ e′ ∈ F , e and e′ are polynomial.

Let Σ′ = (S ′, BS ′, F ′, P ′) be a further signature.

A signature morphism σ : Σ→ Σ′ is a quadruple of maps σ1 : S ∪BS → T(S ′, BS ′),
σ2 : F → F ′ and σ3 : P → P ′ such that for all f : e → e′ ∈ and p : e ∈ P ,
σ2(f ) : σ∗1(e) → σ∗1(e′) and σ3(p) : σ∗1(e), where σ∗1(e) denotes the type obtained from e

by replacing s ∈ S with σ1(s).

If σ is an inclusion, then Σ is a subsignature of Σ′, i.e., S ⊆ S ′, BS ⊆ BS ′, F ⊆ F ′

and P ⊆ P ′.
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Let X and Y be sets.

Constructive signatures

• Nat 1 natural numbers
S = {nat}, BS = {1}, F = {0 : 1→ nat, succ : nat→ nat}.

• Reg(X) 1 regular operators
S = {reg}, BS = {1, X},

F = { ∅, ε : 1→ reg, _ : X → reg,

_|_, _ · _ : reg × reg → reg, star : reg → reg }.

• List(X) 1 finite sequences of elements of X
S = {list}, BS = {1, X}, F = {nil : 1→ list, cons : X × list→ list}.

• Bintree(X) 1 binary trees of finite depth with node labels from X

S = {btree}, BS = {1, X},
F = {empty : 1→ btree, bjoin : btree×X × btree→ btree}.

62 of 373



�� ��Signatures

• Tree(X, Y ) 1 finitely branching trees of finite depth with node labels from X and
edge labels from Y

S = {tree, trees}, BS = {1, X, Y },

F = { join : X × trees→ tree, nil : 1→ trees,

cons : Y × tree× trees→ trees }

or: S = {tree}, BS = {X, Y }, F = {join : X × word(Y × tree)→ tree}.

• BagTree(X, Y ) 1 finitely branching unordered trees of finite depth with node labels
from X and edge labels from Y

S = {tree}, BS = {X, Y }, F = {join : X × bag(Y × tree)→ tree}.

• FDTree(X, Y ) 1 finitely or infinitely branching trees of finite depth with node labels
from X and edge labels from Y

S = {tree}, BS = {X, Y },
F = {join : X × ((Y × tree)N + word(Y × tree))→ tree}.
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Destructive signatures

• coNat 1 natural numbers with infinity
S = {nat}, BS = {1}, F = {pred : nat→ 1 + nat}.

• Stream(X) 1 infinite sequences of elements of X
S = {list}, BS = {X}, F = {head : list→ X, tail : list→ list}.

• coList(X) 1 finite or infinite sequences of elements of X coList(1) ' coNat

S = {list}, BS = {1, X}, F = {split : list→ 1 + (X × list)}.

• Infbintree(X) 1 binary trees of infinite depth with node labels from X

S = {btree}, BS = {X}, F = {root : btree→ X, left , right : btree→ btree}.

• coBintree(X) 1 binary trees of finite or infinite depth with node labels from X

S = {btree}, BS = {1, X}, F = {split : btree→ 1 + (btree×X × btree)}.
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• coTree(X, Y ) 1 finitely or infinitely branching trees of finite or infinite depth with
node labels from X and edge labels from Y

S = {tree, trees}, BS = {1, X, Y },

F = { root : tree→ X, subtrees : tree→ trees,

split : trees→ 1 + (Y × tree× trees) }.

• FBTree(X, Y ) 1 finitely branching trees of finite or infinite depth with node labels
from X and edge labels from Y

S = {tree}, BS = {X, Y },
F = {root : tree→ X, subtrees : tree→ word(Y × tree)}.

• DAut(X, Y ) 1 deterministic Moore automata DAut(1, Y ) ' Stream(Y )

S = {state}, BS = {X, Y }, F = {δ : state→ stateX , β : state→ Y }.

• NDAut(X, Y ) 1 non-deterministic Moore automata, image finite labelled transition
systems
S = {state}, BS = {X, Y }, F = {δ : state→ set(state)X , β : state→ Y }.
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• XML documents
1 finitely branching trees of finite or infinite depth with one of n element types
s1, . . . , sn such that each tree t with element type si has a node label from Xi and a
tuple of subtrees of type s′i = si1 + · · · + sini, i.e., for all 1 ≤ i ≤ n and 1 ≤ j ≤ ni
there are sij1, . . . , sijnij ∈ S ∪BS with sij = sij1 × . . .× sijnij

S = {s1, . . . , sn} ∪
{sij1 × . . .× sijnij | 1 ≤ i ≤ n, 1 ≤ j ≤ ni, 1 ≤ k ≤ nij},

BS = {1, X1, . . . , Xn},
F = {attributesi : si → Xi | 1 ≤ i ≤ n} ∪ {subtreesi : si → s′i | 1 ≤ i ≤ n} ∪

{πijk : sij → sijk | 1 ≤ i ≤ n, 1 ≤ j ≤ ni, 1 ≤ k ≤ nij}.

Trees of infinite depth may result from unfolding XML documents by resolving its
link attributes.
Analogously, one may formalize object class diagrams, e.g. those developed as part of
an UML design.
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Σ-algebras

Let Σ = (S,BS, F, P ) be a signature.

A Σ-algebra A consists of

• for each s ∈ S, a set As, the carrier of A,
• for each f : e→ e′ ∈ F , a function fA : Ae → Ae′,
• for each p : e ∈ P , a subset pA of Ae.

Hence A is an S-sorted set, the carrier of A, together with interpretations of F and
P .
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Examples

The regular expressions over X form the reg-carrier of the Reg(X)-algebra TReg(X) of
ground Reg(X)-terms.

The usual interpretation of regular expressions over X as languages (= sets of words)
over X yields the Reg(X)-algebra Lang:

Langreg = P(X∗). For all x ∈ X and L,L′ ∈ P(X∗),

∅Lang = ∅, εLang = {ε}, _Lang(x) = {x},
L|LangL′ = L ∪ L′, L ·Lang L′ = {vw | v ∈ L, w ∈ L′},
starLang(L) = {w1 . . . wn | n ∈ N, ∀ 1 ≤ i ≤ n : wi ∈ L}.

The Reg(X)-Algebra Bool interprets the regular operators as Boolean functions:

Boolreg = 2. For all x ∈ X and b, b′ ∈ 2,

∅Bool = 0, εBool = 1, _Bool(x) = 0,

b|Boolb′ = b ∨ b′, b ·Bool b′ = b ∧ b′, starBool(b) = 1. o
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Let A and B be Σ-algebras, h : A→ B be an S-sorted function.

h is compatible with f : e→ e′ ∈ F if he′ ◦ fA = fB ◦ he.

h is compatible with p : e ∈ P if he(pA) ⊆ pB.

h is cocompatible with p : e ∈ P if he(Ae \ pA) ⊆ Be \ pB.

h reflects predicates if for all p : e ∈ P , pB ⊆ he(p
A).

h is a Σ-homomorphism or Σ-homomorphic if for all f ∈ F ∪ P , h is compatible
with f .

h is a Σ-cohomomorphism or Σ-cohomomorphic if for all f ∈ F , h is compatible
with f , and for all p ∈ P , h is cocompatible with p.

AlgΣ denotes the category of Σ-algebras and Σ-homomorphisms.

h is a Σ-isomorphism if h is iso in AlgΣ.
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For all Σ-homomorphisms h,

h is epi in AlgΣ iff h is surjective.
h is mono in AlgΣ iff h is injective.
h is iso in AlgΣ iff h is bijective and reflects predicates.

Lemma EMH

Let g : A→ B and h : B → C be S-sorted functions such that h◦g is a Σ-homomorphism.

(1) If g is epi in AlgΣ and reflects predicates, then h is Σ-homomorphic.

(2) If h is mono in AlgΣ and reflects predicates, then g is Σ-homomorphic.

Proof. (1) Compatibility of h with all f ∈ F can be shown by diagram chasing. Moreover,
for all p : e ∈ P , pB ⊆ ge(p

A) implies he(pB) ⊆ he(ge(p
A)) ⊆ pA because h ◦ g is

homomorphic.

(2) Compatibility of g with all f ∈ F can be shown by diagram chasing. Moreover, for
all p : e ∈ P , pC ⊆ he(p

B) implies he(ge(pA)) ⊆ pC ⊆ he(p
B) and thus ge(pA) ⊆ pB

because h ◦ g is homomorphic and h is injective. o
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let US be the forgetful functor from AlgΣ to SetS.

For all f : e→ e′ ∈ F ,
{fA : Ae → Ae′ | A ∈ AlgΣ}

is a natural transformation from FeUS to Fe′US because morphisms in AlgΣ are Σ-
homomorphisms.

Conversely, we use a notion introduced in [54, 34] and call every natural transformation
from FeUS to Fe′US an (implicit) Σ-operation of type e→ e′. We write t : e→ e′ and
denote the set of Σ-operations by OpΣ.

In particular, given base sets X and Y , any function f : X → Y is a Σ-operation of type
X → Y because for all A ∈ AlgΣ, FX(US(A)) = X and FY (US(A)) = Y .
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Σ-formulas

Let V be a set of variables. The set FoΣ of Σ-formulas is inductively defined as follows:

p ∈ P ⇒ p ∈ FoΣ,

t : e→ e′ ∈ OpΣ, p : e′ ∈ P ∪BS ⇒ pt : e ∈ FoΣ, Σ-atoms
ϕ : e, ψ : e ∈ FoΣ ⇒ ¬ϕ : e, ϕ ∧ ψ : e, ϕ ∨ ψ : e, ϕ⇒ ψ : e,

ϕ⇐ ψ : e, ϕ⇔ ψ : e ∈ FoΣ,

e =
∏

x∈V ex, ϕ : e ∈ FoΣ, x ∈ V ⇒ ∀xϕ : e, ∃xϕ : e ∈ FoΣ.

A Σ-algebra A interprets a Σ-formula ϕ : e ∈ FoΣ by the set of its solutions, i.e., ϕA ⊆ Ae

is inductively defined as follows:
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For all p : e′ ∈ P ∪BS and t : e→ e′ ∈ OpΣ, ϕ, ψ : e ∈ FoΣ and x ∈ V ,

(pt)A = {a ∈ Ae | tA(a) ∈ pA},
(¬ϕ)A = Ae \ ϕA,
(ϕ ∧ ψ)A = ϕA ∩ ψA,
(ϕ ∨ ψ)A = ϕA ∪ ψA,
(ϕ⇒ ψ)A = (ψ ⇐ ϕ)A = (¬ϕ ∨ ψ)A,

(ψ ⇔ ϕ)A = (ϕ⇒ ψ)A ∩ (ϕ⇐ ψ)A,

(∀xϕ)A = {a ∈ Ae | ∀ b ∈ Aex : a[b/x] ∈ ϕA} if e =
∏

x∈V ex,

(∃xϕ)A = {a ∈ Ae | ∃ b ∈ Aex : a[b/x] ∈ ϕA} if e =
∏

x∈V ex.

Lemma NEGFREE

Let ϕ be a negation-free Σ-formula.

(1) For all Σ-homomorphisms h : A→ B, h(ϕA) ⊆ ϕB.

(2) For all Σ-cohomomorphisms h : A→ B, h((¬ϕ)A) ⊆ (¬ϕ)B. o
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A satisfies ϕ : e ∈ FoΣ, written as A |= ϕ, if ϕA = Ae.

Given a set AX of Σ-formulas, A is a (Σ, AX)-algebra if A satisfies (all formulas of)
AX .

AlgΣ,AX denotes the full subcategory of AlgΣ whose objects are all (Σ, AX)-algebras.

Let σ : Σ → Σ′ be a signature morphism, A be a Σ′-algebra and h : A → B be a
Σ′-homomorphism.

The σ-reduct of A, A|σ, is the Σ-algebra defined as follows:

• For all s ∈ S, (A|σ)s = Fσ(s)(A).
• For all f ∈ F ∪ P , fA|σ = σ(f )A.

The σ-reduct of h, h|σ, is the Σ-homomorphism defined as follows:

• For all s ∈ S, (h|σ)s = hσ(s).

σ-reducts are the images of the reduct functor _|σ from AlgΣ′ to AlgΣ.
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Let Σ be a subsignature of Σ′, A be a Σ′-algebra and h : A→ B be a Σ′-homomorphism.

The Σ-reduct A|Σ of A is the Σ-algebra defined as follows:

• For all s ∈ S, (A|Σ)s = As.
• For all f ∈ F ∪ P , fA|Σ = fA.

The Σ-reduct h|Σ of h is the Σ-homomorphism defined as follows:

• For all s ∈ S, (h|Σ)s = hΣ(s).

Σ-reducts are the images of the forgetful functor UΣ from AlgΣ′ to AlgΣ.
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An institution (see [22]) consists of

• a category Sign of signatures,
• a functor

Sen : Sign → Set

Σ 7→ set of Σ-sentences
σ : Σ→ Σ′ 7→ Sen(σ) : Sen(Σ)→ Sen(Σ′),

• a functor
Mod : Signop → Set

Σ 7→ set of Σ-models
σ : Σ→ Σ′ 7→ Mod(σ) : Mod(Σ′)→ Mod(Σ),

• for each Σ ∈ Sign, a satisfaction relation

|=Σ ⊆ Mod(Σ)× Sen(Σ)

such that for all Sign-morphisms σ : Σ→ Σ′, A ∈ Mod(Σ′) and ϕ ∈ Sen(Σ).

Mod(σ)(A) |=Σ ϕ ⇐⇒ A |=Σ′ Sen(σ)(ϕ). (1)
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Suppose that

• Sign is the category of signatures and signature morphisms as defined above,
• for all signatures Σ, Sen(Σ) is the set of Σ-formulas over a fixed set of co/variables,
• for all signature morphisms σ : Σ → Σ′ and Σ-formulas ϕ, Sen(σ) maps ϕ to σ(ϕ)

where σ(ϕ) is obtained from ϕ by replacing all function symbols or predicates of Σ

by their σ-images,
• for all signatures Σ, Mod(Σ) = AlgΣ,
• for all signature morphisms σ : Σ→ Σ′ and Σ′-algebras A, Mod(σ) maps A to A|σ,
• |= is the satisfaction relation defined above.

(Sign, Sen,Mod , |=) is an institution.

Proof. (1) amounts to:
A|σ |=Σ ϕ ⇐⇒ A |=Σ′ σ(ϕ). (2)

The proof of (2) is straightforward (induction on the size of ϕ). o
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Horn and co-Horn clauses

Let Σ = (S,BS, F, P ) and Σ′ = (S,BS, F, P + P ′) be signatures and C be a Σ-algebra.

AlgΣ′,C denotes the full subcategory of AlgΣ consisting of all Σ′-algebras A with A|Σ = C.

AlgΣ′,C is a complete lattice with the following partial order, suprema and infima:

For all A,B ∈ AlgΣ′,C ,

A ≤ B ⇐⇒ ∀ p ∈ P : pA ⊆ pB.

For all A ⊆ AlgΣ′,C and p : e ∈ P ,

p⊥ = ∅, p> = Ae, ptA =
⋃
A∈A

pA and puA =
⋂
A∈A

pA.
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Given a set AX of Σ′-formulas, AlgΣ′,AX denotes the category of all Σ-algebras A that
satisfy AX .

AlgΣ′,C,AX = AlgΣ′,AX ∩ AlgΣ′,C .

A Horn clause for p ∈ P ′ is a Σ′-formula of the form pt ⇐ ϕ such that ∨, ∧ and ∀
are the only logical operators of ϕ.

A co-Horn clause for p ∈ P ′ is a Σ′-formulas of the form pt⇒ ϕ such that ∨, ∧ and
∃ are the only logical operators of ϕ.

Let A,B ∈ AlgΣ′,C and pt⇐ ϕ resp. pt⇒ ϕ be a Horn resp. co-Horn clause. Since ϕ is
negation-free,

A ≤ B implies ϕA ⊆ ϕB. (3)

A Σ′-formula ϕ is membership compatible if for all subformulas ∃xψ : e and ∀xψ : e

of ϕ there is a Σ′-formula ρ such that ψ = (∈exπx ∧ ρ) or ψ = (∈exπx ⇒ ρ), respectively.

A Σ′-formula ϕ is finitely branching if for all subformulas ∃xψ : e or ∀xψ : e of ϕ,
A ∈ AlgΣ′,C and a ∈ Ae, the set {b ∈ Aex | a[b/x] ∈ ψA} is finite.
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Lemma FB

Let ϕ be a finitely branching negation-free Σ′-formula.

(i) For all ω-chains {Ai ∈ AlgΣ′,C | i < ω} of AlgΣ′,C , ϕti∈NAi ⊆
⋃
i∈N ϕ

Ai.
(ii) For all ω-cochains {Ai ∈ AlgΣ′,C | i < ω} of AlgΣ′,C ,

⋂
i∈N ϕ

Ai ⊆ ϕui∈NAi.

Proof by induction on the size of ϕ. (i) For all Σ′-atoms pt : e,

(pt)ti∈NAi = {a ∈ Ce | tA(a) ∈ pti∈NAi} =
⋃
i∈N

{a ∈ Ce | tA(a) ∈ pAi} =
⋃
i∈N

(pt)Ai.

For all Σ′-formulas ϕ, ψ : e,

(ϕ ∨ ψ)ti∈NAi = ϕti∈NAi ∪ ψti∈NAi
i.h.
⊆ (
⋃
i∈N ϕ

Ai) ∪ (
⋃
i∈N ψ

Ai) =
⋃
i∈N(ϕAi ∪ ψAi)

=
⋃
i∈N(ϕ ∨ ψ)Ai,

(ϕ ∧ ψ)ti∈NAi = ϕti∈NAi ∩ ψti∈NAi
i.h.
⊆ (
⋃
i∈N ϕ

Ai) ∩ (
⋃
i∈N ψ

Ai) =
⋃
i,j∈N(ϕAi ∩ ψAj)

⊆
⋃
i,j∈N(ϕAmax(i,j) ∩ ψAmax(i,j)) =

⋃
i∈N(ϕAi ∩ ψAi) =

⋃
i∈N(ϕ ∧ ψ)Ai.
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For all Σ′-formulas ϕ : e =

∏
x∈V ex and x ∈ V ,

(∃xϕ)ti∈NAi = {a ∈ Ae | ∃ b ∈ Aex : a[b/x] ∈ ϕti∈NAi}
i.h.
⊆ {a ∈ Ae | ∃ b ∈ Aex : a[b/x] ∈

⋃
i∈N ϕ

Ai} =
⋃
i∈N{a ∈ Ae | ∃ b ∈ Aex : a[b/x] ∈ ϕAi}

=
⋃
i∈N(∃xϕ)Ai,

(∀xϕ)ti∈NAi = {a ∈ Ae | ∀ b ∈ Aex : a[b/x] ∈ ϕti∈NAi}
= (∀xϕ)ti∈NAi = {a ∈ Ae | ∀ b ∈ Ba : a[bk/x] ∈ ϕti∈NAi}
i.h.
⊆ {a ∈ Ae | ∀ b ∈ Ba : a[b/x] ∈

⋃
i∈N ϕ

Ai} = {a ∈ Ae | ∀ b ∈ Ba : a[b/x] ∈ ϕAna}
= (∀xϕ)Ana ⊆

⋃
i∈N(∀xϕ)Ai

where the finiteness of Ba = {b ∈ Aex | a[b/x] ∈ ϕti∈NAi} and thus the existence of na
with {a[b/x] | b ∈ Ba} ⊆ ϕAna follow from the assumption that ∀xϕ is finitely branching.

(ii) Analogously. o
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For all p ∈ P ′, let AXp be a set of Horn clauses for p. Then AX = ∪p∈P ′AXp is a Horn
specification for P ′ and the elements of P ′ are called least predicates.

The step function Φ = ΦΣ′,C,AX : AlgΣ′,C → AlgΣ′,C is defined as follows: For all
A ∈ AlgΣ′,C and p : e ∈ P ′,

pΦ(A) = {tC(a) | pt⇐ ϕ ∈ AX, a ∈ ϕA}.

By (3), Φ is monotone and thus by the Fixpoint Theorem of Knaster and Tarski, Φ has
the least fixpoint

lfp(Φ) = u {A ∈ AlgΣ′,C | Φ(A) ≤ A}.

Lemma IND
AlgΣ′,C,AX = {A ∈ AlgΣ′,C | Φ(A) ≤ A} (4)

and thus for all A ∈ AlgΣ′,C,AX ,
lfp(Φ) ≤ A, (5)

Moreover, if C is initial in AlgΣ, then lfp(Φ) is initial in AlgΣ′,C,AX .
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Proof. Let A ∈ AlgΣ′,C,AX and b ∈ pΦ(A). Then b = tA(a) for some pt ⇐ ϕ ∈ AX and
a ∈ ϕA. Since A satisfies pt ⇐ ϕ, a ∈ (pt)A and thus b = tC(a) ∈ pA. Hence A is
Φ-closed.

Conversely, let A be Φ-closed, pt⇐ ϕ ∈ AX and a ∈ ϕA. Then tC(a) ∈ pΦ(A). Since A
is Φ-closed, tC(a) ∈ pA and thus a ∈ (pt)A. Hence A satisfies pt⇐ ϕ.

The initiality of lfp(Φ) in AlgΣ′,C,AX follows from the compatibility with P ′ of idC as the
unique Σ-homomorphism from lfp(Φ) to every A ∈ AlgΣ′,C,AX : For all p ∈ P ′,

idC(plfp(Φ)) = plfp(Φ) = ∩{pB | B ∈ AlgΣ′,C,AX , Φ(B) ≤ B} ⊆ pA. o.

For all p ∈ P ′, let AXp be a set of co-Horn clauses for p. Then AX = ∪p∈P ′AXp is a
co-Horn specification for P ′ and the elements of P ′ are called greatest predicates.

The step function Φ = ΦΣ′,C,AX : AlgΣ′,C → AlgΣ′,C is defined as follows: For all
A ∈ AlgΣ′,C and p : e ∈ P ′,

pΦ(A) = Ce\{tC(a) | pt⇒ ϕ : e′ ∈ AX, a ∈ Ce′\ϕA}.
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By (3), Φ is monotone and thus by the Fixpoint Theorem of Knaster and Tarski, Φ has
the greatest fixpoint

gfp(Φ) = t {A ∈ AlgΣ′,C | A ≤ Φ(A)}.

Lemma COIND
AlgΣ′,C,AX = {A ∈ AlgΣ′,C | A ≤ Φ(A)} (6)

and thus for all A ∈ AlgΣ′,C,AX ,
A ≤ gfp(Φ). (7)

Moreover, if C is final in AlgΣ, then gfp(Φ) is final in AlgΣ′,C,AX .

Proof. Let A ∈ AlgΣ′,C,AX and b 6∈ pΦ(A). Then b = tC(a) for some pt ⇒ ϕ ∈ AX and
a 6∈ ϕA. Since A satisfies pt ⇒ ϕ, a 6∈ (pt)A and thus b = tC(a) 6∈ pA. Hence A is
Φ-dense.

Conversely, let A be Φ-dense, pt ⇒ ϕ ∈ AX and a 6∈ ϕA. Then tC(a) 6∈ pΦ(A). Since A
is Φ-dense, tC(a) 6∈ pA and thus a 6∈ (pt)A. Hence A satisfies pt⇒ ϕ.

The finality of gfp(Φ) in AlgΣ′,C,AX follows from the compatibility with P ′ of idC as the
unique Σ-homomorphism from every A ∈ AlgΣ′,C,AX to gfp(Φ): For all p ∈ P ′,

idC(pA) = pA ⊆ ∪{pB | B ∈ AlgΣ′,C,AX , B ≤ Φ(B)} = pgfp(Φ). o.
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Lemma MUPRED

Let C be a Σ-algebra, Σ′ = (S,BS, F, P +P ′) be a signature, AX be a Horn specification
for P ′ and A ∈ AlgΣ′,AX such that Φ = ΦΣ′,C,AX is ω-continuous.

Every Σ-homomorphism h : C → B = A|Σ is a Σ′-homomorphism from the (Σ′, AX)-
algebra lfp(Φ) to A.

In particular, if C is initial in AlgΣ, then lfp(Φ) is initial in AlgΣ′,AX .

Proof. It remains to show that for all p ∈ P ′,

h(plfp(Φ)) ⊆ pA. (1)

Let p : e ∈ P ′ and a ∈ plfp(Φ). Hence by Kleene’s Fixpoint Theorem (1), a ∈ pΦi(⊥) for
some i ∈ N. Since p⊥ = ∅, i > 0.

Case 1: a ∈ pΦ(⊥). Then a = tC(c) for some pt ⇐ ϕ : e′ ∈ AX and c ∈ ϕ⊥. Since
ϕ⊥ = ∅, ϕ = True. Since A satisfies pt⇐ ϕ,

Be′ = (pt⇐ True)A = (pt)A = {b ∈ Be′ | tB(b) ∈ pA}.

Hence for all b ∈ Be′, tB(b) ∈ pA, and thus h(a) = h(tC(c)) = tB(h(c)) ∈ pA. We
conclude (1).
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Case 2: a ∈ pΦi(⊥) for some i > 1. Then a = tC(c) for some pt ⇐ ϕ : e′ ∈ AX and
c ∈ ϕΦi−1(⊥). By induction hypothesis, h is a Σ′-homomorphism from Φi−1(⊥) to A.
Hence by Lemma NEGFREE (1),

h(ϕΦi−1(⊥)) ⊆ ϕA. (2)

Since c ∈ ϕΦi−1(⊥), (2) implies h(c) ∈ ϕA. Since A satisfies pt ⇐ ϕ, (pt ⇐ ϕ)A = Be′.
Hence h(c) ∈ ϕA implies h(c) ∈ (pt)A = {b ∈ Be′ | tB(b) ∈ pA} and thus

h(a) = h(tC(c)) = tB(h(c)) ∈ pA.

Again, we conclude (1). o
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Lemma NUPRED

Let C be a Σ-algebra, Σ′ = (S,BS, F, P + P ′) be a signature, AX be a co-Horn specifi-
cation for P ′ and A ∈ AlgΣ′,AX such that Φ = ΦΣ′,C,AX is ω-cocontinuous.

Every Σ-homomorphism h : C → B = A|Σ is a Σ′-cohomomorphism from the (Σ′, AX)-
algebra gfp(Φ) to A.

Proof. It remains to show that for all p ∈ P ′,

h(Ce \ pgfp(Φ)) ⊆ Be \ pA. (1)

Let p : e ∈ P ′ and a ∈ Ce\pgfp(Φ). Hence by Kleene’s Fixpoint Theorem (2), a ∈ Ce\pΦi(>)

for some i ∈ N. Since p> = Ce, i > 0.

Case 1: a ∈ Ce \ pΦ(>). Then a = tC(c) for some pt ⇒ ϕ : e′ ∈ AX and c ∈ Ce′ \ ϕ>.
Since ϕ> = Ce′, ϕ = False. Since A satisfies pt⇒ ϕ,

Be′ = (pt⇒ ϕ)A = (¬pt)A = Be′ \ {b ∈ Be′ | tB(b) ∈ pA}.

Hence for all b ∈ Be′, tB(b) 6∈ pA, and thus h(a) = h(tC(c)) = tB(h(c)) 6∈ pA. We
conclude (1).
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Case 2: a ∈ Ce \ pΦi(>) for some i > 1. Then a = tC(c) for some pt⇒ ϕ : e′ ∈ AX and
c 6∈ ϕΦi−1(>). By induction hypothesis, h is a Σ′-cohomomorphism from A to Φi−1(>).
Hence by Lemma NEGFREE (2),

h(Ce \ ϕΦi−1(>)) = h((¬ϕ)Φi−1(>)) ⊆ (¬ϕ)A = Be \ ϕA. (2)

Since c 6∈ ϕΦi−1(>), (2) implies h(c) 6∈ ϕA. Since A satisfies pt ⇒ ϕ, (pt ⇒ ϕ)A = Be′.
Hence h(c) 6∈ ϕA implies h(c) 6∈ (pt)A = {b ∈ Be′ | tB(b) 6∈ pA} and thus

h(a) = h(tC(c)) = tB(h(c)) 6∈ pA.

Again, we conclude (1). o
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A Horn specification is finitely branching if the premises of all Horn clauses of AX are
finitely branching.

A co-Horn specification is finitely branching if the conclusions of all co-Horn clauses
of AX are finitely branching.

Theorem CONSTEP

(i) LetAX be a finitely branching Horn specification. Then Φ = ΦΣ′,C,AX is ω-continuous.
(ii) Let AX be a finitely branching co-Horn specification. Then Φ = ΦΣ′,C,AX is ω-

cocontinuous.

Proof. (i) Let {Ai ∈ AlgΣ′,C | i < ω} be an ω-chain of AlgΣ′,C . Since Φ is monotone, it
remains to show:

Φ(ti∈NAi) ≤ ti∈NΦ(Ai). (8)
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Let p ∈ P ′. Then by Lemma FB,

pΦ(ti∈NAi) = {tC(a) | pt⇐ ϕ ∈ AX, a ∈ ϕti∈NAi}
⊆ {tC(a) | pt⇐ ϕ ∈ AX, a ∈

⋃
i∈N ϕ

Ai} =
⋃
i∈N{tC(a) | pt⇐ ϕ ∈ AX, a ∈ ϕAi}

=
⋃
i∈N p

Φ(Ai) = pti∈NΦ(Ai).

Hence (8) holds true.

(ii) Let {Ai ∈ AlgΣ′,C | i < ω} be an ω-cochain of AlgΣ′,C . Since Φ is monotone, it
remains to show:

ui∈N Φ(Ai) ≤ Φ(ui∈NAi). (9)

Let p : e ∈ P ′. Then by Lemma FB,

pui∈NΦ(Ai) =
⋂
i∈N p

Φ(Ai) =
⋂
i∈N(Ce \ {tC(a) | pt⇒ ϕ : e′ ∈ AX, a ∈ Ce′ \ ϕAi})

= Ce \
⋃
i∈N{tC(a) | pt⇒ ϕ : e′ ∈ AX, a ∈ Ce′ \ ϕAi}

= Ce \ {tC(a) | pt⇒ ϕ : e′ ∈ AX, a ∈
⋃
i∈N(Ce′ \ ϕAi)}

= Ce \ {tC(a) | pt⇒ ϕ : e′ ∈ AX, a ∈ Ce′ \
⋂
i∈N ϕ

Ai}
⊆ Ce \ {tC(a) | pt⇒ ϕ : e′ ∈ AX, a ∈ Ce′ \ ϕui∈NAi} = pΦ(ui∈NAi).
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Hence (9) holds true. o

Theorem COMPLAX

Let coP ′ = {p : e | p : e ∈ P ′}, coΣ′ = (S, F, P + coP ′) and

coAX =

 {pt⇒ ϕ | pt⇐ ϕ ∈ AX} if AX is a Horn specification,

{pt⇐ ϕ | pt⇒ ϕ ∈ AX} if AX is a co-Horn specification

where the formula ϕ is obtained from ¬ϕ by moving ¬ to the atoms of ϕ and replacing
each literal ¬pt, p ∈ P ′, of the resulting formula with pt.

Let C be a Σ-algebra, Φ = ΦΣ′,C,AX and Ψ = ΦcoΣ′,C,coAX .

(1) Let AX be a finitely branching Horn specification. Then coAX is a finitely branching
co-Horn specification and for all p : e ∈ P ,

pgfp(Ψ) = Ce \ plfp(Φ).
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(2) Let AX be a finitely branching co-Horn specification. Then coAX is a finitely branch-
ing Horn specification and for all p : e ∈ P ,

plfp(Ψ) = Ce \ pgfp(Φ).

Proof. (1) Suppose that for all negation-free Σ-formulas ϕ : e and i ∈ N,

ϕΨi(>) = (¬ϕ)Φi(⊥). (3)

By Theorem CONSTEP, Φ is ω-continuous and Ψ is ω-cocontinuous. Hence by Kleene’s
Fixpoint Theorem, (3) implies (1):

pgfp(Ψ) =
⋂
i∈N p

Ψi(>) =
⋂
i∈N(¬p)Φi(⊥) =

⋂
i∈N(Ce \ pΦi(⊥)) = Ce \

⋃
i∈N p

Φi(⊥)

= Ce \ plfp(Φ).

It remains to show (3). Let i = 0. Then

pΨi(>) = p> = Ce = Ce \ ∅ = Ce \ p⊥ = (¬p)⊥ = (¬p)Φi(⊥). (4)
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By induction on the size of ϕ, (3) follows from (4). Let i > 0. Then

pΨi(>) = Ce \ {tC(a) | pt⇒ ϕ : e′ ∈ coAX, a ∈ Ce′ \ ϕΨi−1(>)}
= Ce \ {tC(a) | pt⇐ ϕ : e′ ∈ AX, a ∈ Ce′ \ ϕΨi−1(>)}
i.h.
= Ce \ {tC(a) | pt⇐ ϕ : e′ ∈ AX, a ∈ Ce′ \ (¬ϕ)Φi−1(⊥)}
= Ce \ {tC(a) | pt⇐ ϕ : e′ ∈ AX, a ∈ Ce′ \ (Ce′ \ ϕΦi−1(⊥))}
= Ce \ {tC(a) | pt⇐ ϕ : e′ ∈ AX, a ∈ ϕΦi−1(⊥)} = Ce \ pΦi(⊥).

(5)

By induction on the size of ϕ, (3) follows from (5).

(2) Analogously. o
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Co/Resolution and narrowing in lfp(Φ) resp. gfp(Φ)

• Resolution Let p 6=→ be a least predicate. AXp is applied to an atom pt:

pt∨k
i=1 ∃Zi : (ϕiσi ∧ ~x = ~xσi)

m

where AXp = {γ1 ⇒ (pt1 ⇐= ϕ1), . . . , γn ⇒ (ptn ⇐= ϕn)},
(∗) ~x is a list of the variables of t,

for all 1 ≤ i ≤ k, tσi = tiσi, γiσi ` True and Zi = var(ti, ϕi),
for all k < i ≤ n, t is not unifiable with ti.

• Coresolution Let p be a greatest predicate. AXp is applied to a Σ-atom pt:

pt∧k
i=1 ∀Zi : (ϕiσi ∨ ~x 6= ~xσi)

m

where AXp = {γ1 ⇒ (pt1 =⇒ ϕ1), . . . , γn ⇒ (ptn =⇒ ϕn)} and (∗) holds true.
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• Deterministic narrowing
Let f be a defined function. AXf is applied to a Σ-operation ft:

r(. . . , ft, . . . )∨k
i=1 ∃Zi : (r(. . . , ui, . . . )σi ∧ ϕiσi ∧ ~x = ~xσi) ∨∨l

i=k+1(r(. . . , ft, . . . )σi ∧ ~x = ~xσi)

where r is a predicate,
AXf = {γ1 ⇒ (ft1 = u1 ⇐= ϕ1), . . . , γn ⇒ (ftn = un ⇐= ϕn)},
(∗∗) ~x is a list of the variables of t,

for all 1 ≤ i ≤ k, tσi = tiσi, γiσi ` True and Zi = var(ti, ui, ϕi),
for all k < i ≤ l, σi is a partial unifier of t and ti,
for all l < i ≤ n, t is not partially unifiable with ti.
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• Nondeterministic narrowing
Let → be a transition predicate. AX→ is applied to an atom t ∧v → t′:

t ∧v → t′∨k
i=1 ∃Zi : ((ui

∧v)σi = t′σi ∧ ϕiσi ∧ ~x = ~xσi) ∨∨l
i=k+1((t ∧v)σi → t′σi ∧ ~x = ~xσi)

where AX→ = {γ1 ⇒ (t1 → u1 ⇐= ϕ1), . . . , γn ⇒ (tn → un ⇐= ϕn)}, (∗∗) holds
true and σi is a unifier modulo associativity and commutativity of ∧.

• Elimination of irreducible atoms and operations (“negation as failure”)

pt

False

qt

True

r(. . . , ft, . . . )

r(. . . , (), . . . )

t→ t′

()→ t′

where p 6=→ is a least predicate, q is a greatest predicate, f is a defined function and
pt, qt, ft and t→ t′ are irreducible, i.e., none of the above rules is applicable.
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Congruences and invariants

Let Σ = (S,BS, F, P ) be a signature, A be a Σ-algebra and ∼ be an S-sorted binary
relation on A.

∼ is compatible with f : e→ e′ ∈ F if for all a, b ∈ Ae,

a ∼e b implies fA(a) ∼e′ fA(b).

By the definition of relation lifting, ∼ is always compatible with f if e ∈ BS because, in
this case, a ∼e b implies a = b.

If∼ is compatible with every f ∈ F , then∼ is a Σ-congruence on A. If Σ is destructive,
then a Σ-congruence is also called a Σ-bisimulation and the greatest one is called Σ-
bisimilarity.

Let ∼ be a Σ-congruence on A.

∼eq denotes the equivalence closure of ∼, which is also a Σ-congruence.

Aeq denotes the Σ-algebra that agrees with A except for the interpretation of all p : e ∈ R:

pAeq = {a ∈ Ae | ∃ b ∈ pA : a ∼eqe b}.
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nat∼ : A → A/∼ denotes the S-sorted natural function that maps a ∈ As to
[a]∼ = {b ∈ As : a ∼eqs b}.

The Σ-quotient of A by ∼, A/∼, is the Σ-algebra defined as follows:

• For all s ∈ S, (A/∼)s = {[a]∼ | a ∈ As}.
• For all f : e→ e′ ∈ F and a ∈ Ae, fA/∼(nat∼,e(a)) =def nat∼,e′(f

A(a)).
• For all p : e ∈ P , pA/∼ =def {nat∼,e(a) | a ∈ pAeq}.

nat∼ : A→ A/∼ is epi in AlgΣ.

Let h : A→ B be an S-sorted function. The S-sorted binary relation

ker(h) = {(a, b) ∈ A2 | h(a) = h(b)}

is called the kernel of h.

h is injective iff ker(h) = ∆A.
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Lemma KER

(1) Let A be a Σ-algebra. B is a Σ-algebra and h is Σ-homomorphic iff ker(h) is a
Σ-congruence.

(2) h is Σ-homomorphic iff there is a unique Σ-monomorphism h′ : A/ker(h)→ B with
h′ ◦ natker(h) = h.

Proof. (1) If h is Σ-homomorphic, then ker(h) is a Σ-congruence. Let ker(h) be a Σ-
congruence. For all f : e → e′ ∈ F , define fB : Be → Be′ such that for all a ∈ Ae,
fB(h(a)) = h(fA(a)) and for all p : e ∈ P , define pB = h(pA). Then B is a Σ-algebra
and h is Σ-homomorphic.

(2) h′ is defined by h′([a]ker(h)) = h(a) for all a ∈ A. Hence, if h is epi, then by Lemma
EPIMON, h′ is epi and thus A/ker(h) and B are Σ-isomorphic. o
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Lemma CONG

Let h be Σ-homomorphic and ∼ be a Σ-congruence on A. Then ≈= {(h(a), h(b)) | a ∼ b}
is a Σ-congruence on B.

Proof. Let f : e → e′ ∈ F and c ≈e d. Then c = h(a) and d = h(b) for some a, b ∈ Ae

with a ∼ b. Hence fA(a) ∼ fA(b). Since h is Σ-homomorphic, fB(c) = fB(h(a)) =

h(fA(a)) and fB(d) = fB(h(b)) = h(fA(b)). Hence fB(c) ≈ fB(d). o

Lemma MIN

Let C be final in a full subcategory K of AlgΣ.

(1) ∆C is the only Σ-congruence on C.

(2) For all Σ-algebras A, ker(unfoldA : A→ C) is the greatest Σ-congruence on A ([57],
Prop. 2.7).

Proof. (1) A Σ-congruence ∼ on C induces the Σ-epimorphism nat : C → C/∼. Since
C is final in K, unfoldC/∼ ◦ nat = idC/∼. Hence by Lemma EPIMON, nat is mono and
thus iso in K.
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(2) Let∼ be a Σ-congruence on A. Since C is final in K, the following diagram commutes:

A
unfoldA

�C

A/∼

unfoldA/∼

�

nat
�

Hence for all a, b ∈ A,
a ∼ b ⇒ [a]∼ = [b]∼ ⇒ unfoldA(a) = unfoldA/∼([a]∼) = unfoldA/∼([b]∼) = unfoldA(b).

We conclude that ker(unfoldA) contains ∼.

Alternative proof of (2):

Let ∼ be a Σ-congruence on A. By Lemma CONG,

≈ = {(unfoldA(a), unfoldA(b)) | a ∼ b}
is a Σ-congruence on C. By Lemma MIN (1), ∆C is the only Σ-congruence on C.
Hence ≈= ∆C and thus for all a, b ∈ A, a ∼ b implies unfoldA(a) = unfoldA(b), i.e.,
(a, b) ∈ ker(unfoldA). o
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Let ∼ be an S-sorted binary relation on A and ∼eq denote the equivalence closure of ∼.

∼ is a weak Σ-congruence if for all f : e → e′ ∈ F and a, b ∈ Ae, a ∼ b implies
fA(a) ∼eq fA(b).

The equivalence closure ∼eq of a weak Σ-congruence ∼ is a Σ-congruence.

Proof by induction on the structure of ∼eq. o

Let Σ = (S, F, P ) be a destructive signature and Σ′ = (S, F + F ′, P ) be an extension
of Σ such that F ′ consists of constructors. Let A be a Σ′-algebra and ∼eqF ′ be the least
S-sorted binary relation on A such that the following conditions hold true:

• ∼ ∪∆A ⊆ ∼eqF ′.
• For all a, b ∈ A, a ∼eqF ′ b implies b ∼eqF ′ a.
• For all a, b, c ∈ A, a ∼eqF ′ b and b ∼

eq
F ′ c imply a ∼eqF ′ c.

• For all f : e→ s ∈ F ′ and a, b ∈ Ae, a ∼eqF ′ b implies fA(a) ∼eqF ′ f
A(b).
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∼ is a weak (Σ, F ′)-congruence if for all f : s → e ∈ F and a, b ∈ As, a ∼ b implies
fA(a) ∼eqF ′ f

A(b).

Let ∼ be a weak (Σ, F ′)-congruence such that for all f : e→ s ∈ F ′, g : s→ e′ ∈ F and
a, b ∈ Ae,

Fe(g
A)(a) ∼eqF ′ Fe(g

A)(b) implies gA(fA(a)) ∼eqF ′ g
A(fA(a)).

Then ∼eqF ′ is a Σ-congruence.

Proof by induction on the structure of ∼eqF ′. o
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Lemma NAT

Let e =
∏

x∈V ex ∈ T(S,BS), ϕ : e ∈ FoΣ, A be a Σ-algebra and ∼ be a Σ-congruence
on A.

(1) For all Σ-operations t : e→ e′ and a, b ∈ Ae,

a ∼eqe b implies tA(a) ∼eqe′ t
A(b).

(2) For all a, b ∈ Ae, a ∼eqe b and a ∈ ϕAeq imply b ∈ ϕAeq .

(3) ϕA/∼ = nat∼,e(ϕ
Aeq).

(4) A |= ϕ implies A/∼ |= ϕ.

Proof of (1). Let a ∼eqe b. Then

nat∼,e′(t
A(a)) = tA/∼(nat∼,e(a)) = tA/∼(nat∼,e(b)) = nat∼,e′(t

A(b)).

Hence tA(a) ∼eqe′ t
A(a′).
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Proof of (2) by induction on the size of ϕ. Let a ∼eqe b.

Let t : e→ e′ ∈ OpΣ and p : e′ ∈ P . Since

(pt)Aeq = {c ∈ Ae | tA(c) ∈ pAeq} = {c ∈ Ae | ∃ a′ ∈ pA : tA(c) ∼eqe′ a
′}

and by (1), tA(a) ∼eqe′ t
A(b), a ∈ (pt)Aeq implies b ∈ (pt)Aeq .

Let ϕ : e, ψ : e ∈ FoΣ and x ∈ V . Then

a ∈ (¬ϕ)Aeq ⇔ a ∈ Ae \ ϕAeq
i.h.⇒ b ∈ Ae \ ϕAeq ⇔ b ∈ (¬ϕ)Aeq,

a ∈ (ϕ ∧ ψ)Aeq ⇔ a ∈ ϕAeq ∩ ϕAeq i.h.⇒ b ∈ ϕAeq ∩ ϕAeq ⇔ b ∈ (ϕ ∧ ψ)Aeq,

a ∈ (∀xϕ)Aeq ⇔ ∀ c ∈ Aex : a[c/x] ∈ ϕAeq i.h.⇒ ∀ c ∈ Aex : b[c/x] ∈ ϕAeq ⇔ b ∈ (∀xϕ)Aeq.
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Proof of (3) by induction on the size of ϕ.

Let t : e→ e′ ∈ OpΣ and p : e′ ∈ P . Then

(pt)A/∼ = {b ∈ (A/∼)e | tA/∼(b) ∈ pA/∼}
= {b ∈ (A/∼)e | ∃ a′ ∈ pAeq : tA/∼(b) = nat∼,e′(a

′)}
= {nat∼,e(a) | a ∈ Ae, ∃ a′ ∈ pAeq : tA/∼(nat∼,e(a)) = nat∼,e′(a

′)}
= {nat∼,e(a) | a ∈ Ae, ∃ a′ ∈ pAeq : nat∼,e′(t

A(a)) = nat∼,e′(a
′)}

= {nat∼,e(a) | a ∈ Ae, ∃ a′ ∈ pAeq : tA(a) ∼eqe′ a
′}

= {nat∼,e(a) | tA(a) ∈ pAeq} = {nat∼,e(a) | a ∈ (pt)Aeq} = nat∼,e((pt)
Aeq).
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Let ϕ, ψ : e ∈ FoΣ and x ∈ V . Then

(¬ϕ)A/∼ = (A/∼)e \ ϕA/∼
i.h.
= (A/∼)e \ nat∼,e(ϕAeq) = nat∼,e(Ae \ ϕAeq)

= nat∼,e((¬ϕ)Aeq),

(ϕ ∧ ψ)A/∼ = ϕA/∼ ∩ ψA/∼ i.h.
= nat∼,e(ϕ

Aeq) ∩ nat∼,e(ψAeq) = nat∼,e(ϕ
Aeq ∩ ψAeq)

= nat∼,e((ϕ ∧ ψ)Aeq),

(∀xϕ)A/∼ = {b ∈ (A/∼)e | ∀ d ∈ (A/∼)ex : b[d/x] ∈ ϕA/∼}
= {nat∼,e(a) | a ∈ Ae, ∀ c ∈ Aex : nat∼,e(a)[nat∼,e(c)/x] ∈ ϕA/∼}
i.h.
= {nat∼,e(a) | a ∈ Ae, ∀ c ∈ Aex : a[c/x] ∈ ϕAeq}
= {nat∼,e(a) | a ∈ Ae, a ∈ (∀xϕ)Aeq} = nat∼,e((∀xϕ)Aeq).
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Proof of (4). Let A |= ϕ. Then ϕA = Ae and thus by (3),

ϕA/∼ = nat∼,e(ϕ
Aeq) = nat∼,e(Ae) = (A/∼)e,

i.e., A/∼ |= ϕ. o

Let Σ = (S, F, P ) be a signature, A be a Σ-algebra and inv be an S-sorted subset of A.

inv is compatible with f : e→ e′ ∈ F if for all a ∈ Ae,

a ∈ inv implies fA(a) ∈ inv.

By the definition of predicate lifting, inv is always compatible with f if e′ ∈ BS because,
in this case, inve′ = Ae′ = e′.

If inv is compatible with every f ∈ F , then inv is a Σ-invariant or Σ-subalgebra of
A.

Given an S-sorted subset B of A, the least Σ-invariant including B is denoted by 〈B〉.

Let inv be a Σ-invariant of A.

incinv : inv → A denotes the S-sorted inclusion that maps each a ∈ inv to a.
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inv is extended to a Σ-algebra as follows:

• For all f : e→ e′ ∈ F and a ∈ inve, f inv(a) =def f
A(a).

• For all p : e ∈ P , pinv =def p
A ∩ inve.

incinv : inv → A is mono in AlgΣ.

Let h : A→ B be an S-sorted function.

The S-sorted subset img(h) =def {h(a) | a ∈ A} of A is called the image of h.

h is surjective iff img(h) = B.

Lemma IMG

(1) Let B be a Σ-algebra. A is a Σ-algebra and h is Σ-homomorphic iff img(h) is a
Σ-invariant.

(2) h is Σ-homomorphic iff there is a unique Σ-epimorphism h′ : A → img(h) with
incinv ◦ h′ = h.
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Proof. (1) If h is Σ-homomorphic, then img(h) is a Σ-invariant. Let img(h) be a Σ-
invariant. For all f : e → e′ ∈ F , define fA : Ae → Ae′ such that for all a ∈ Ae,
fA(a) ∈ h−1(fB(h(a)), and for all p ∈ P , define pA = {a ∈ A | h(a) ∈ pB}. Then A is a
Σ-algebra and h is Σ-homomorphic.

(2) h′ is defined by h′(a) = h(a) for all a ∈ A. Hence, if h is mono, then by Lemma
EPIMON, h′ is mono and thus A and img(h) are Σ-isomorphic. o

Lemma INV

Let h be Σ-homomorphic and inv be a Σ-invariant of B. Then

inv0 = {a ∈ A | h(a) ∈ inv}

is a Σ-invariant of A.

Proof.

Let f : e→ e′ ∈ F and a ∈ inv0,e. Then h(a) ∈ inv and thus h(fA(a)) = fB(h(a)) ∈ inv
because h is Σ-homomorphic and inv is a Σ-invariant. Hence fA(a) ∈ inv0. o
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Lemma MAX

Let C be initial in a full subcategory K of AlgΣ.

(1) C is the only Σ-invariant of C.

(2) For all Σ-algebras A, img(foldA : C → A) is the least Σ-invariant of A.

Proof. (1) A Σ-invariant inv of C induces the Σ-monomorphism inc : inv → C. Since
C is initial in K, inc ◦ fold inv = idC . Hence by Lemma EPIMON, inc is epi and thus iso
in K.

(2) Let inv be a Σ-invariant of A. Since C is initial inK, the following diagram commutes:

C
foldA

�A

inv

inc

�

fold inv

�
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Alternative proof of (2):

Let inv be a Σ-invariant of A. By Lemma INV, inv0 = {c ∈ C | foldA(c) ∈ inv} is a
Σ-invariant of C. By Lemma MAX (1), C is the only Σ-invariant of C. Hence inv0 = C.
Let a ∈ img(foldA). Then there is c ∈ C with foldA(c) = a. Since C = inv0, c ∈ inv0

and thus a = foldA(c) ∈ inv. o
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Hence for all a ∈ C,

foldA(a) = inc(fold inv(a)) = fold inv(a) ∈ inv.

We conclude that inv contains img(foldA). o

Lemma INC

Let e =
∏

x∈V ex ∈ T(S,BS), ϕ : e ∈ FoΣ be membership compatible, A be a Σ-algebra
and inv be a Σ-invariant of A such that for all s ∈ S, ∈As = invs.

(1) For all t : e→ e′ ∈ OpΣ and a ∈ inve, tinv(a) = tA(a).

(2) ϕinv = ϕA ∩ inve.

(3) A |= ϕ implies inv |= ϕ.
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Proof of (1). Let a ∈ inve. Then

tinv(a) = Fe′(incinv)(t
inv(a)) = tA(Fe(incinv)(a)) = tA(a).

Proof of (2) by induction on the size of ϕ.

Let t : e→ e′ ∈ OpΣ and p : e′ ∈ P . Then by (1),

(pt)inv = {a ∈ inve | tinv(a) ∈ pA} = {a ∈ inve | tA(a) ∈ pA}
= {a ∈ Ae | tA(a) ∈ pA} ∩ inve.

Let ϕ, ψ : e ∈ FoΣ and x ∈ V . Then

(¬ϕ)inv = inve \ ϕinv
i.h.
= inve \ (ϕA ∩ inve) = (Ae \ ϕA) ∩ inve = (¬ϕ)A ∩ inve,

(ϕ ∧ ψ)inv = ϕinv ∩ ψinv i.h.= (ϕA ∩ inve) ∩ (ψA ∩ inve) = (ϕA ∩ ψA) ∩ inve
= (ϕ ∧ ψ)A ∩ inve, (∗)

(ϕ ∨ ψ)inv = (¬(¬ϕ ∧ ¬ψ))inv
(∗)
= (¬(¬ϕ ∧ ¬ψ))A ∩ inve = · · · = (ϕ ∨ ψ)A ∩ inve.
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Let x ∈ V , ϕ : e ∈ FoΣ such that ϕ = (∈exπx ∧ ψ) and ϕ′ = (∈exπx ⇒ ψ′). Then

(∃xϕ)inv = {a ∈ inve | ∀ b ∈ invex : a[b/x] ∈ ϕinv}
i.h.
= {a ∈ inve | ∃ b ∈ invex : a[b/x] ∈ ϕA ∩ inve}
= {a ∈ inve | ∃ b ∈ invex : a[b/x] ∈ ϕA}
= {a ∈ Ae | ∃ b ∈ invex : a[b/x] ∈ ϕA} ∩ inve
= {a ∈ Ae | ∃ b ∈ Aex : b ∈ invex ∧ a[b/x] ∈ ϕA} ∩ inve
= {a ∈ Ae | ∃ b ∈ Aex : b ∈ ∈Aex ∧ a[b/x] ∈ ϕA} ∩ inve
= {a ∈ Ae | ∃ b ∈ Aex : a[b/x] ∈ (∈exπx)A ∧ a[b/x] ∈ ϕA} ∩ inve
= {a ∈ Ae | ∃ b ∈ Aex : a[b/x] ∈ (∈exπx ∧ ϕ)A} ∩ inve
= {a ∈ Ae | ∃ b ∈ Aex : a[b/x] ∈ (∈exπx ∧ γxπx ∧ γ)A} ∩ inve
= {a ∈ Ae | ∃ b ∈ Aex : a[b/x] ∈ (∈exπx ∧ γ)A} ∩ inve
= {a ∈ Ae | ∃ b ∈ Aex : a[b/x] ∈ ϕA} ∩ inve
= (∃xϕ)A ∩ inve, (∗∗)
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(∀xϕ′)inv = (¬∃x¬ϕ′)inv = (¬(∃x¬(γxπx ⇒ γ′))inv = (¬(∃x¬(¬γxπx ∨ γ′))inv

= (¬(∃x(γxπx ∧ ¬γ′))inv
(∗∗)
= (¬(∃x(γxπx ∧ ¬γ′))A ∩ inve = · · · = (∀xϕ′)A ∩ inve.

Proof of (3). Let A |= ϕ. Then ϕA = Ae and thus by (2),

ϕinv = ϕA ∩ inve = Ae ∩ inve = inve,

i.e., inv |= ϕ. o

Examples

Given a behavior function f : X∗ → Y , the minimal realization of f coincides with
the invariant 〈f〉 of the DAut(X, Y )-algebra Beh(X, Y ): Beh(X, Y )state = (X∗ → Y );
for all f : X∗ → Y and x ∈ X , δBeh(X,Y )(f )(x) = λw.f (xw) and βBeh(X,Y )(f ) = f (ε).

Let Y = 2. Then behaviors f : X∗ → Y coincide with languages over X , i.e. subsets
L of X∗: Beh(X, 2)state = P(X∗); for all L ⊆ X∗ and x ∈ X , δBeh(X,2)(L) = {w ∈
X∗ | xw ∈ L} and βBeh(X,2)(L) = 1⇔ ε ∈ L.
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Hence the state-carrier of Beh(X, 2) agrees with the reg-carrier of Lang and for all
L ⊆ X∗, 〈L〉 is the minimal acceptor of L whose final states are the languages of 〈L〉
that contain ε.

TReg(X) also provides acceptors of regular languages, i.e., T = TReg(X) is a DAut(X, 2)-
algebra. Its transition function δT : T → TX is called the Brzozowski derivative [16, 36].
It has been shown that for all regular expressions R, 〈R〉 ⊆ TReg(X) has only finitely
many states ([16], Thm. 4.3 (a); [56], Section 5; [32], Lemma 8).

If combined with coinductive proofs of state equivalence (see Section 4), the stepwise
construction of the least invariant 〈R〉 of TReg(X) can be lifted to a direct construction of
the minimal acceptor 〈L(R)〉 of L(R), thus avoiding the traditional detour from a given
automaton, its determinization (powerset construction) and subsequent minimization (see
[60], Section 4).

Beh(1, Y ) represents the algebra of streams with elements from Y :

Beh(1, Y )state = Y 1∗ ∼= Y N.

For all s ∈ Y N, β(s) = s(0) and δ(s)(∗) = λn.s(n + 1).
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Beh(2, Y ) represents the algebra of infinite binary trees with node labels from Y :

Beh(2, Y )state = Y 2∗.

For all t ∈ X2∗ and b ∈ 2, β(t) = s(ε), δ(t)(b) = λw.t(bw).

A set A with addition and multiplication is a semiring, if A contains a zero and a one
such that for all a, b, c ∈ A the following equations hold true:

a + (b + c) = (a + b) + c Assoziativität von +

a + b = b + a Kommutativität von +

0 + a = a = a + 0 Neutralität von 0 bzgl. +

a ∗ (b ∗ c) = (a ∗ b) ∗ c Assoziativität von ∗
1 ∗ a = a = a ∗ 1 Neutralität von 1 bzgl. ∗
0 ∗ a = 0 = a ∗ 0 Annihilierung durch 0

a ∗ (b + c) = (a ∗ b) + (a ∗ c)
(a + b) ∗ c = (a ∗ c) + (b ∗ c) Distribution von ∗ über +

A semiring A is a ring if, in addition, A has additive inverses, i.e., for all a ∈ A there is
a unique a′ ∈ A such that for a + a′ = 0.

If Y is a semiring, then the elements of Beh(X, Y ) are called power series (see [57],
Section 9). o
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F -algebras and F -coalgebras

Let K be a category and F : K → K be a functor.

An F -algebra or F -dynamics is a K-morphism α : F (A)→ A.

AlgF denotes the category of F -algebras.

An AlgF -morphism h from an F -algebra α :F (A)→ A to an F -algebra β :F (B)→ B

is a K-morphism h :A→ B with h ◦ α = β ◦ F (h).

F (A)
α
�A

=

F (B)

F (h)

g

β
�B

h

g
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An F -coalgebra or F -codynamics is a K-morphism α : A→ F (A).

coAlgF denotes the category of F -coalgebras.

A coAlgF -morphism h from an F -coalgebra α :A→ F (A) to an F -coalgebra
β :B → F (B) is a K-morphism h :A→ B with F (h) ◦ α = β ◦ h.

A
α
�F (A)

=

B

h

g

β
�F (B)

F (h)

g

A K-object A is a fixpoint of F if F (A) ∼= A.

Lambek’s Lemma ([39], Lemma 2.2; [14], Prop. 5.12; [6], Section 2; [55], Thm. 9.1)

(1) Suppose that AlgF has an initial object α : F (µF )→ µF .

α is iso and thus µF is a fixpoint of F .
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(2) Suppose that coAlgF has a final object β : νF → F (νF ).

β is iso and thus νF is a fixpoint of F .

Proof. (1) Since α is initial, there is a unique AlgF -morphism f : A → F (A) from α to
F (α). Hence α ◦ f is an AlgF -morphism from α to α:

α ◦ f ◦ α = α ◦ F (α) ◦ F (f ) = α ◦ F (α ◦ f ).

idA is also an AlgF -morphism from α nach α:

idA ◦ α = α = α ◦ idF (A) = α ◦ F (idA).

Hence (3) idA = α ◦ f because α is initial in AlgF . Since f is an AlgF -morphism,

f ◦ α = F (α) ◦ F (f ) = F (α ◦ f ) = F (idA) = idF (A). (4)

By (3) and (4), α is an isomorphism.

(2) Analogously. o
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Given F -algebras α : F (A) → A and β : F (B) → B such that α is initial in AlgF , the
unique AlgF -morphism from α to β is called a catamorphism and denoted by foldB.

Given F -coalgebras α : A → F (A) and β : B → F (B) such that β is final in coAlgF ,
the unique coAlgF -morphism from α to β is called an anamorphism and denoted by
unfoldA.
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Co/complete categories and co/continuous functors

Let O be the category with ordinal numbers as objects and all pairs (i, j) ∈ O2 with
i ≤ j as morphisms.

Let Oλ be the full subcategory of O with all ordinal numbers less than λ as objects.

A chain of K is a diagram D : O→ K. A cochain of K is a diagram D : O→ Kop.

Let λ be an ordinal number.

A λ-chain ofK is a diagramD : Oλ → K. A λ-cochain ofK is a diagramD : Oλ → Kop.

K is λ-cocomplete if K has an initial object and all λ-chains of K have colimits.

K is λ-complete if K has a final object and all λ-cochains of K have limits.

SetS is λ-complete and λ-cocomplete.
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Let K and L be λ-cocomplete. A functor F : K → L is λ-cocontinuous if for all λ-
chains D of K, F preserves the colimit {µi : D(i)→ C | i < λ} of D, i.e., {F (µi) | i < λ}
is the colimit of F ◦ D.

Let K and L be λ-complete. A functor F : K → L is λ-continuous if for all λ-cochains
D of K, F preserves the limit {νi : C → D(i) | i < λ} of D, i.e., {F (νi) | i < λ} is the
limit of F ◦ D.

Given index sets I and J , a functor F : SetI → SetJ is permutative if for all A ∈ SetI
and j ∈ J there is i ∈ I such that F (A)j = Ai.
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Theorem CONTYPES

For all polynomial types e over S, Fe : Set→ Set is ω-continuous.

Let e be a type over S, κ be the cardinality of the greatest (base set) exponent occurring
in e and λ be the first regular cardinal number > κ. Fe is λ-cocontinuous.

Proof. By [8], Thms. 1 and 4, or [12], Prop. 2.2 (1) and (2), permutative and constant
functors are ω-continuous and ω-cocontinuous, ω-continuous or λ-cocontinuous functors
are closed under coproducts, ω-continuous functors are closed under products (and thus
under exponentiation; see [55], Thm. 10.1) and λ-cocontinuous functors are closed under
finite products.

By [12], Prop. 2.2 (3), ω-continuous or λ-cocontinuous functors are closed under quotients
modulo finite equivalence relations. Since for all sets A, A∗ ∼=

∐
n∈NA

n and Bfin(A) ∼=∐
n∈NA

n/∼n where a ∼n b iff a is a permutation of b, _∗ and Bfin are ω-continuous and
ω-cocontinuous (see [9], Exs. 2.3.14/15). By [9], Ex. 2.2.13, Pfin is ω-cocontinuous. For
a proof of the fact that Pfin is not ω-continuous, see [9], Ex. 2.3.11.

Analogously to [9], Thm. 4.1.12, one may show that λ-cocontinuous functors are closed
under exponentiation by exponents with a cardinality less than λ.
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Moreover, ω-continuous or λ-cocontinuous functors are closed under sequential composi-
tion.

Putting all this together, we conclude that for all polynomial types over S and BS,
Fe : SetS → Set is ω-continuous, and for all e ∈ T(S,BS), Fe is λ-cocontinuous. o

CPOE denotes the category of ω-CPOs as objects and pairs

(f : A→ B, g : B → A)

of ω-continuous functions with g ◦ f = idA and f ◦ g ≤ idB as morphisms.

Theorem CPOE (see, e.g., [48], Section 11.3)

All endofunctors on CPOE built up from identity and constant functors, coproducts,
finite products and Hom functors are cocontinuous. o
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Construction of initial F -algebras and final F -coalgebras

Theorem LFIX (For λ = ω, see [6], Section 2; [42], Thm. 2.1; for any λ, see [2], [3],
Thm. 3.19, or [9], Cor. 4.1.5.)

Let λ be an infinite cardinal, Ini be initial in K and K be κ-cocomplete for all κ ≤ λ.

Given a functor F : K → K, define a λ-chain D of K as follows:

D(0) = Ini ,

D(k + 1) = F (D(k)) for all k < λ,

D(k) = Ck for all limit ordinals k < λ,

D(i, k) = µi,k for all limit ordinals k < λ and all i < k,

D(k, k + 1) = colk for k = 0 and all limit ordinals k < λ,

D(i + 1, j + 1) = F (D(i, j)) for all i ≤ j < λ

where γk = {µi,k : D(i) → Ck | i < k} is the colimit of the greatest subdiagram
Dk : Ok → K of D and colk is the unique K-morphism from Ck to F (Ck) such that for
all i < k,

colk ◦ µi+1,k = F (µi,k) : D(i + 1)→ F (Ck).

colk exists because {F (µi,k) | i < k} is a cocone of F ◦ Dk and γk \ {µ0,k} is the colimit
of F ◦ Dk.
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Let
µ = {µi : D(i)→ C | i < λ}

be the colimit of D and F be λ-cocontinuous. Then

F (µ) = {F (µi) : F (D(i))→ F (C) | i < λ}

is the colimit of F ◦D. Since µ\{µ0} is a cocone of F ◦D, there is a unique K-morphism
colC : F (C)→ C – and thus an F -algebra – such that for all i < λ,

colC ◦ F (µi) = µi+1 : D(i + 1)→ C.

colC is initial in AlgF .

Proof. Let α :F (A)→ A be an F -algebra. Since A initial in K, D has the cocone

ν = {νi : D(i)→ A | i < λ}

with ν0 = iniA and νi+1 = α ◦ F (νi) for all i < λ. Hence there is a unique K-morphism
foldA : C → A with foldA ◦ µi = νi for all i < λ. We obtain

foldA ◦ colC ◦ F (µi) = foldA ◦ µi+1 = νi+1 = α ◦ F (νi) = α ◦ F (foldA ◦ µi)
= α ◦ F (foldA) ◦ F (µi). (1)
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Since ν \ {ν0} is a cocone of F ◦D and µ \ {µ0} is the colimit of F ◦D, there is only one
K-morphism h : F (C)→ A with h ◦ F (µi) = νi+1 for all i < λ. Hence (1) implies

foldA ◦ colC = α ◦ F (foldA),

i.e., colA is an AlgF -morphism from colC to α.

Let θ : C → A be an AlgF -morphism from colC to α. Suppose that for all i < λ,

θ ◦ µi = νi : D(i)→ A. (2)

Since foldA ◦ µi = νi and there is only one K-morphism h : C → A with h ◦ µi = νi, we
conclude θ = foldA. It remains to show (2) by transfinite induction on i.

Since D(0) = I is initial in K, θ ◦ µ0 = ν0. Let 0 < k < λ. If k is a successor ordinal,
then k = i + 1 for some ordinal i and thus

θ ◦ µk = θ ◦ µi+1 = θ ◦ colC ◦ F (µi)
θ∈AlgF (C,A)

= α ◦ F (θ) ◦ F (µi) = α ◦ F (θ ◦ µi)
ind. hyp.

= α ◦ F (νi) = νi+1 = νk.

Let k be a limit ordinal. Since µ and ν are cocones of D, µk ◦µi,k = µi and νk ◦µi,k = νi
for all i < k.
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Hence by induction hypothesis,

θ ◦ µk ◦ µi,k = θ ◦ µi = νi = νk ◦ µi,k. (3)

Since {νi | i < k} is a cocone of Dk and {µi,k | i < k} is the colimit of Dk, there is
only one K-morphism h : D(k) → A with h ◦ µi,k = νi for all i < k. Hence (3) implies
θ ◦ µk = νk, and the proof of (2) is complete. o

130 of 373



�
�

�
�Initial/final F -co/algebra construction

col0 F(col0) F2(col0) F3(col0)

colimit(Dω)

D(0)

colω

D(1) D(2) D(3)

D(ω) D(ω+1)

D(4)
Dω

F(colimit(Dω))

D0∅

The ω + 2-chain of K induced by the initial object D(0) of K
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col0 F(col0) F2(col0) F3(col0)

colimit(Dω)

D(0)

colω F(colω) F2(colω)

colω2 F(colω2)

D(1) D(2) D(3)

D(ω) D(ω+1)

D(4)
Dω

D(ω+2) D(ω+3)

Dω2

D(ω2)

F(colimit(Dω))

D(ω2+1)

D(ω2+2)colimit(Dω2)

Dω3

F(colimit(Dω2))

D0∅

The (ω2 + 2)-chain of K induced by the initial object D(0) of K
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col0 F(col0) F2(col0) F3(col0)

colimit(Dω)

D(0)

colω F(colω) F2(colω)

colω2 F(colω2)

D(1) D(2) D(3)

D(ω) D(ω+1)

D(4)
Dω

D(ω+2) D(ω+3)

Dω2

D(ω2)

F(colimit(Dω))

D(ω2+1)

D(ω2+2)colimit(Dω2)

Dω3

D(ω3)

F(colimit(Dω2))

Dω4

D(ω3+1)

F(colimit(Dω3))

D0∅

The (ω3 + 2)-chain of K induced by the initial object D(0) of K
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col0 F(col0) F2(col0) F3(col0)

colimit(Dω)

D(0)

colω F(colω) F2(colω)

colω2 F(colω2)

D(1) D(2) D(3)

D(ω) D(ω+1)

D(4)
Dω

D(ω+2) D(ω+3)

Dω2

D(ω2)

F(colimit(Dω))

D(ω2+1)

D(ω2+2)colimit(Dω2)

Dω3

Dω2

colimit(Dω3)

D(ω3)

F(colimit(Dω2))

Dω4

D(ω3+1)

F(colimit(Dω3))

D0∅

The ω2-chain of K induced by the initial object D(0) of K
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col0 F(col0) F2(col0) F3(col0)

colimit(Dω)

D(0)

colω F(colω) F2(colω)

colω2 F(colω2)

colimit(D(ω2))

D(1) D(2) D(3)

D(ω) D(ω+1)

D(4)
Dω

D(ω+2) D(ω+3)

Dω2

D(ω2)

F(colimit(Dω))

D(ω2+1)

D(ω2+2)colimit(Dω2)

Dω3

Dω2

colimit(Dω3)

D(ω3)D(ω2)

colω2

D(ω2+1)

F(colimit(Dω2))

Dω4

D(ω3+1)

F(colimit(Dω3))

D0∅

F(colimit(D(ω2)))

The (ω2 + 2)-chain of K induced by the initial object D(0) of K
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Theorem GFIX

Let λ be an infinite cardinal, Fin be final in K and K be κ-complete for all κ ≤ λ.

Given a functor F : K → K, define a λ-cochain D of K as follows:

D(0) = Fin,

D(k + 1) = F (D(k)) for all k < λ,

D(k) = Lk for all limit ordinals k < λ,

D(k, i) = µk,i for all limit ordinals k < λ and all i < k,

D(k + 1, k) = limk for k = 0 and all limit ordinals k < λ,

D(i + 1, j + 1) = F (D(i, j)) for all i ≥ j < λ

where γk = {µk,i : Lk → D(i) | i < k} is the limit of the greatest subdiagram Dk : Ok →
K of D and limk is the unique K-morphism from F (Lk) to Lk such that for all i < k,

µk,i+1 ◦ limk = F (µk,i) : F (Lk)→ D(i + 1).

limk exists because {F (µk,i) | i < k} is a cone of F ◦Dk and γk \ {µk,0} is the colimit of
F ◦ Dk.
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Let
µ = {µi : C → D(i) | i < λ}

be the limit of D and F be F be λ-continuous. Then

F (µ) = {F (µi) : F (C)→ F (D(i)) | i < λ}

is the limit of F ◦ D. Since µ \ {µ0} is a cone of F ◦ D, there is a unique K-morphism
limC : C → F (C) – and thus an F -coalgebra – such that for all i < λ,

F (µi) ◦ limC = µi+1 : C → D(i + 1).

limC is final in coAlgF .

Proof. Let α :A→ F (A) be an F -coalgebra. Since A final in K, D has the cone

ν = {νi : A→ D(i) | i < λ}

with ν0 = finA and νi+1 = F (νi) ◦ α for all i < λ. Hence there is a unique K-morphism
unfoldA : A→ L with µi ◦ unfoldA = νi for all i < λ. Proceed analogously to the proof
of Theorem LFIX. o

137 of 373



�
�

�
�Initial/final F -co/algebra construction

Corollary

Suppose that all co/chains of K have co/limits. Then the definition of the λ-co/chain D
in Theorem LFIX resp. GFIX can be extended to the definition of a co/chain.

If F : K → K is λ-co/continuous, then D converges in λ steps, i.e., D(λ) ∼= D(λ+ 1).

Proof. The conjecture follows immediately from Lambek’s Lemma and Theorem LFIX
resp. GFIX. o
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Constructive-signature functors

Let Σ = (S,BS, F, P ) be a constructive signature.

Σ induces the functor HΣ : SetS → SetS: For all A,B ∈ SetS, h ∈ SetS(A,B) and
s ∈ S,

HΣ(A)s =
∐

f :e→s∈F Ae,

HΣ(h)s =
∐

f :e→s∈F he.

A HΣ-algebra (see F -algebras and F -coalgebras) α : HΣ(A) → A uniquely corresponds
to a Σ-algebra A and vice versa:

For all s ∈ S and f : e→ s ∈ F ,

HΣ(A)s
αs = [fA]f :e→s∈F�As

Ae

ιf (1)

f

fA = αs ◦ ιf

�

Hence αs is the coproduct extension of the interpretations of all constructors of Σ in A.
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�� ��Constructive-signature functors

Moreover, given Σ-algebras A and B and corresponding HΣ-algebras α resp. β, an S-
sorted function h : A→ B is Σ-homomorphic iff h is an AlgHΣ-morphism from α to β.

Examples

Let A be an S-sorted set.

HNat(A)nat = 1 + Anat,

HReg(X)(A)reg = 1 + 1 + X + A2
reg + A2

reg + Areg,

HList(X)(A)list = 1 + (X × Alist),

HBintree(X)(A)tree = 1 + Abtree ×X × Abtree,

HTree(X,Y )(A)tree = X × Atrees,

HTree(X,Y )(A)trees = 1 + (Y × Atree × Atrees),

HBagTree(X,Y )(A)trees = X × Bfin(Y × Atree),

HFDTree(X,Y )(A)trees = X × ((Y × Atree)
N + (Y × Atree)

∗). o
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�� ��Constructive-signature functors

Let κ be the cardinality of the greatest (base set) exponent occurring in the domain of
some f ∈ F and λ be the first regular cardinal number > κ.

By Theorem CONTYPES, HΣ is λ-cocontinuous and thus by Theorem LFIX, AlgHΣ has
an initial object α : HΣ(µΣ)→ µΣ. In other words, µΣ is the initial Σ-algebra (see (1)).

Since µΣ is the colimit of the λ-chain D of SetS defined in Theorem LFIX, the Quotient
Theorem implies that for all s ∈ S,

µΣs = (
∐
i<λ

D(i)s)/∼s

where ∼s is the equivalence closure of

{(a,D(i, i + 1)(a)) | a ∈ D(i)s, i < λ}.
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�� ��Constructive-signature functors

Let A be a Σ-algebra. The unique Σ-homomorphism foldA : µΣ → A is the unique
S-sorted function such that∐

i<λ

D(i)
[βi]i<λ→ A =

∐
i<λ

D(i)
nat∼→ µΣ

foldA→ A

where β0 is the unique S-sorted function from D(0) to A and for all i < λ and s ∈ S,

βi+1,s = [fA ◦ Fe(βi,s)]f :e→s∈F : D(i + 1)s → As.
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�� ��Constructive-signature functors

Flat constructive signatures

Σ is flat if the domain of each function symbol of Σ is a finite product of flat types.

If Σ is not flat, Σ can often be transformed into an equivalent flat signature
Σ′ = (S,BS, F ′, P ), i.e., AlgΣ

∼= AlgΣ′. For instance,

• a constructor f : e× (e1 + · · ·+ en)→ s is flattened by adding e1 + · · ·+ en as a new
sort to S and the injections ιi : ei → e1 + · · ·+ en, 1 ≤ i ≤ n, as new constructors to
F ;
• a constructor f : e× e′B → s with finite B ∈ BS is flattened by adding e′B as a new
sort to S and B-tupling (. . . , . . . , . . . ) :

∏
b∈B e

′ → e′B as a new constructor to F .
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�� ��Constructive-signature functors

The initial model of a flat constructive signature

Let Σ = (S,BS, F, P ) be flat.

HΣ is ω-cocontinuous and its object mapping reads as follows: For all S-sorted sets A
and s ∈ S,

HΣ(A)s =
∐

f :e1×···×en→s∈F
∏n

i=1Aei

= {((a1, . . . , an), f ) | f : e1 × · · · × en → s ∈ F, ai ∈ Aei, 1 ≤ i ≤ n}.

Moreover, for all s ∈ S, k ∈ N and t ∈ D(k),

D(0)s = ∅,
D(k + 1)s = HΣ(D(k))s

= {((t1, . . . , tn), f ) | f : e1 × · · · × en → s ∈ F, ti ∈ D(k)ei, 1 ≤ i ≤ n},
D(k, k + 1)(t) = t
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�� ��Constructive-signature functors

and thus by the Quotient Theorem,

µΣs = (
∐
k∈N

D(k)s)/∼s ∼=
⋃
k∈N

D(k)s

where ∼s is the equivalence closure of {(t,D(k, k+ 1)(t)) | t ∈ D(k)s, k ∈ N} = ∆D(k),s.

By Lambek’s Lemma, the HΣ-algebra α (see (1)) is an isomorphism and thus for all
f : e1 × · · · × en → s ∈ F and ti ∈ µΣei, 1 ≤ i ≤ n,

fµΣ(t1, . . . , tn) = ιf(t1, . . . , tn) = ((t1, . . . , tn), f ).

Since ((t1, . . . , tn), f ) is represented by a tree with root label f and maximal proper
subtrees, we write f (t1, . . . , tn) for ((t1, . . . , tn), f ).

Hence for all Σ-algebras A,

foldA(f (t1, . . . , tn)) = foldA(fµΣ(t1, . . . , tn)) = fA(foldAe1
(t1), . . . , foldAen(tn)).
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The carriers of µΣ can be represented as equivalence classes of trees:

Let T be the least FT(S,BS)-sorted set of finite trees t such that

• for all X ∈ BS, t ∈ TX if t is a leaf labelled with some element of X ,
• for all s ∈ S, t ∈ Ts if the root of t is labelled with some f : e1 × · · · × en → s ∈ F
and the tuple of maximal proper subtrees of t is in Te1 × . . .× Ten,
• for all collection types c(s) ∈ FT(S,BS), t ∈ Tc(s) if the root of t is labelled with c
and the tuple of maximal proper subtrees of t is in T ∗s .

Hence for all t ∈ T ,

• a node n is a leaf of t iff n is labelled with an element of some X ∈ BS,
• n is an inner node iff n is labelled with a constructor of Σ, word, bag or set.
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�� ��Constructive-signature functors

Let ∼ be the least equivalence relation on T such that for all e ∈ FT(S,BS), t, u ∈ Te
and the lists t1, . . . , tm and u1, . . . , un of maximal proper subtrees of t resp. u, t ∼ u if

• e ∈ S ∪BS, m = n and for all 1 ≤ i ≤ n, ti ∼ ui, or
• e is a word type, m = n and for all 1 ≤ i ≤ n, ti ∼ ui, or
• e is a bag type, m = n and there is a bijection h on {1, . . . , n} such that for all

1 ≤ i ≤ n, ti ∼ uh(i), or
• e is a set type, for all 1 ≤ i ≤ m there is 1 ≤ j ≤ n with ti ∼ uj and for all 1 ≤ j ≤ n

there is 1 ≤ i ≤ n with ti ∼ uj.

For all e ∈ FT(S,BS), µΣe
∼= Te/∼.

If F does not contain bag or set types, then µΣe
∼= Te/∼= Te.

The elements of µΣ are called finite ground Σ-terms.

For all k ∈ N, D(k) is represented by the (equivalence classes of) finite ground Σ-terms
t with depth(t) ≤ k.
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f1

f3

f6f5

setf4

f7

f8

f1

b

f2

c

d

*

*a

f6

c

A finite ground Σ-term with constructors f1, . . . , f8 and base elements a, b, c, d, ∗.
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�� ��Constructive-signature functors

Examples

N is an initial Nat -algebra: 0N = 0 and for all n ∈ N, succN(n) = n + 1.

TReg(X) is an initial Reg(X)-algebra. Hence TReg(X),reg is the set of regular expressions
over X . For all such expressions R, foldLang(R) is the language of R and foldBool(R)

checks it for inclusion of the empty word.

For Σ ∈ {List(X),Tree(X, Y ),BagTree(X, Y ),FDTree(X, Y )}, the elements of the list-
resp. tree-carrier of an initial Σ-algebra can be represented by the sequences resp. trees
that we associated in Signatures with Σ. o
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Predicate induction

Let Σ = (S,BS, F, P ) be a signature and C be a Σ-algebra.

Predicate induction is an (analytical, top-down) inference rule that allows us to prove
properties of the interpretation of P ′ in lfp(ΦΣ′,C,AX). The properties are given by Σ-
formulas ψp : e, one for each p : e ∈ P ′. The goals p ⇒ ψp, p ∈ P ′, are replaced by the
axioms for P ′, which are then coresolved upon the goals:

(1)
p⇒ ψp∧

pt⇐ϕ∈AX(ϕ[ψp/p | p ∈ P ′]⇒ ψpt)
⇑

If further top-down rules (e.g. resolution and narrowing) transform the succedent of (1)
to True, then by Lemma IND, C satisfies the antecedent of (1).

Goals can often be proved by induction only after they have been generalized: Some for-
mula δp must be found such that C satisfies p⇒ ψp ∧ δp. The generalization strengthens
the induction hypothesis in the succedent of (1) from ϕ[ψp/p] to ϕ[ψp ∧ δp/p].
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In order to find δp, qp and qp ⇒ ψp are added to Σ resp. AX when (1) is applied. The
succedent of (1) is modified accordingly:

(2)
p⇒ ψp∧

pt⇐ϕ∈AX(ϕ[qp/p | p ∈ P ′]⇒ ψpt)

The demand for generalizing the goal p⇒ ψp becomes apparent in the course of proving
the succedent of (2) when a subgoal of the form qp ⇒ δp is encountered:

If δp = ψp, then the subgoal qp ⇒ δp agrees with the added axiom and thus reduces to
True. Otherwise qp ⇒ δp is added to AX and the proof proceeds with an application of
the following rule:

(3)
qp ⇒ δp∧

pt⇐ϕ∈AX(ϕ[qp/p | p ∈ P ′]⇒ δpt)

Between the applications of (2) resp. (3), coresolution steps upon the added axiom
qp ⇒ ψp must be confined to redex positions with negative polarity, i.e., the number
of preceding negation symbols in the entire formula must be odd. Otherwise the axiom
added when (3) is applied might violate the soundness of the coresolution steps.
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�� ��Predicate induction

Coresolution upon qp at any redex position becomes sound as soon as the set of axioms
for qp is not extended any more.

By inferring True from the conclusions of (2) and (3) one shows, roughly speaking, that
the predicate ψp ∧ δp solves the axioms for p. Since p itself represents the least solution,
we conclude p⇒ ψp ∧ δp, in particular the original goal p⇒ ψp.

Predicate induction allows us to prove properties of least predicates. If, however, P ′ con-
sists of greatest predicates, then proving goals of the form p⇒ ψp amounts to coresolving
them upon p.
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Induction for proving membership

Let P ′ = {invs : s | s ∈ S}, Σ′ = (S, F, P + P ′),

AX = {inve′(fx)⇐ inve(x) | f : e→ e′ ∈ F},

C be initial in a full subcategory of AlgΣ, R be an S-sorted subset of C and ψ be an
S-sorted set of Σ-formulas such that for all s ∈ S, ψCs = Rs. By Lemma MAX (1),

C ⊆ R ⇐⇒ R contains some Σ-invariant of C
⇐= R contains the least Σ-invariant of C
⇐= the succedent of predicate induction is valid

for P ′, AX and ψ defined as above.
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�� ��Predicate induction

******

Suppose that for all s ∈ S, s-membership ∈s: s belongs to P , and AX is a set of Horn
clauses such that for all Σ-algebras A satisfying AX , ∈A= {∈As | s ∈ S} is a Σ-invariant.

Let µΣ be initial in Alg=
Σ,AX or obs(Alg∈Σ,AX) (see Thm. ABSINI resp. RESINI). Then

∈µΣ is the least Σ-invariant of µΣ that satisfies AX .

Let R be an S-sorted subset of µΣ and for all s ∈ S, ψs : s be a Σ-formula that describes
Rs, i.e., Rs coincides with ψµΣ

s . By algebraic induction, µΣ ⊆ R if for all s ∈ S,
∈µΣ
s ⊆ ψµΣ

s .
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Context-free languages and their compilers

A context-free grammar G = (N,BS,X,R) consists of finite sets S of nonterminals,
BS of base sets, X of terminals, and R ⊆ N × (N ∪BS ∪X)∗ of rules.

The constructive signature Σ(G) = (N,BS, F, ∅) with

F = {fr : e1 × · · · × en → s |
r = (s, w0e1w1 . . . enwn) ∈ R,
e1, . . . , en ∈ N ∪BS, w0, . . . , wn ∈ X∗

}

is called the abstract syntax of G (see [23], Section 3.1).

Σ(G)-terms are called syntax trees of G.

******

The word algebra of G, Word(G), is the Σ(G)-algebra defined as follows:

• For all s ∈ S, Word(G)s = X∗.
• For all w0, . . . , wn ∈ Z∗, e1, . . . , en ∈ S ∪BS, r = (s, w0s1w1 . . . snwn) ∈ R and
v ∈Word(G)e1×···×en, f

Word(G)
r (v) = w0v1w1 . . . vnwn.
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L(G) = foldWord(G)(TΣ(G)) is called the language of G.

L(G) is also the least solution in S of the set E(G) of equations between the left- and
right-hand sides of R. If G is not left-recursive (∀ A ∈ N,w ∈ B∗ : A 6 +−→G Aw),
then the solution is unique [49]. This provides a simple method for proving that a given
language L agrees with L(G):

L = L(G) ⇐⇒ L solves E(G) in S.

Let B = Z ∪ (∪BS). Every parser for G can be presented as a function

parse : B∗ →M(TΣ(G))

where (M, η, ε) is a monad that embeds TΣ(G) into a larger set of possible results like
syntax errors or sets of syntax trees instead of a single one [49].

parse is correct if

• parse ◦ foldWord(G) = ηTΣ(G), (1)
• for all w ∈ B∗ \ L(G), parse(w) is an error message. (2)
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If the target language of a compiler comp for G is presented as a Σ(G)-algebra Target ,
comp : B∗ →M(Target) is the composition of parse and M(foldA):

B∗ \ L(G)�
inc

�B∗

(2)

errors
g �

inc
�M(TΣ(G))

parse

g M(foldTarget)
�M(Target)

=

B∗≺
foldWord(G)

parse
�

TΣ(G)

(1) ηTΣ(G)

f

foldTarget

�Target

ηTarget

f

(3)

Sem(G)

foldSem(G)

g

encode
�Sem(Target)

execute

g
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The inductive construction of syntax trees by parse can be transformed into an inductive
construction of target objects. Consequently, the compiler compiles its input directly
without building a syntax tree!

As foldTarget is just one instance of a generic function that takes an arbitrary Σ(G)-algebra
Target and evaluates the syntax trees of M(TΣ(G)) in Target , so

comp = M(foldTarget) ◦ parse

is just one instance of a generic function that takes Target and compiles input from B∗

to elements of Target .

Moreover, expressing target languages as Σ(G)-algebras provides a method for proving
the commutativity of (3), i.e. the correctness of comp w.r.t. given semantics Sem(G)

and Sem(Target) of G resp. Target :

• Suppose that Sem(Target) is a Σ(G)-algebra and execute and encode are Σ(G)-
homomorphic. Then all functions of (3) are Σ(G)-homomorphic and thus (3) com-
mutes because TΣ(G) is initial in AlgΣ(G). (4)
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Usually, there is a target signature Σ′ such that TΣ′ = Target , each constructor of Σ(G)

corresponds some Σ′-term, Sem(Target) is a Σ′-algebra and execute is Σ′-term evaluation
in Sem(Target). Then the correspondence between Σ(G)-constructors and Σ′-terms may
be transferable to their interpretations in Σ(G) resp. Sem(Target) such that, indeed,
execute and encode become Σ(G)-homomorphic. In [64], the method is applied to the
translation of imperative programs into data-flow graphs.

To sum up, using algebra in compiler design allows us to

• omit the explicit construction of syntax trees,
• to parameterize the same compiler with different monads that implement different
parsing techniques (deterministic, nondeterministic, fine-grain error handling, etc.),
• to parameterize the same compiler with different target languages,
• to employ the fact that abstract syntax trees form an initial algebra when proving
the correctness of the compiler.
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Example

The grammar SAB = (N,Z, ∅, R) consists of N = {S,A,B}, Z = {a, b} and the rules

r1 = S → aB, r2 = S → bA, r3 = S → ε,

r4 = A→ aS, r5 = A→ bAA, r6 = B → bS, r7 = B → aBB.

For all w ∈ Z∗ and x ∈ Z let w#x be the number of occurrences of x in w. It is easy to
see that g : N → Lang with

g(S) = {w ∈ Z∗ | w#a = w#b}
g(A) = {w ∈ Z∗ | w#a = w#b + 1}
g(B) = {w ∈ Z∗ | w#a = w#b− 1}

solves the equations derived from R in Lang. Since SAB is not left-recursive, there is
only one solution. Hence

L(G)S = g(S), L(G)A = g(A), L(G)B = g(B).
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The abstract syntax of SAB consists of the sorts S,A,B and the function symbols

fr1 : B → S, fr2 : A→ S, fr3 : ε→ S,

fr4 : S → A, fr5 : AA→ A,

fr6 : S → B, fr7 : BB → B.

The three carriers of the word algebra A = Word(SAB) are given by {a, b}∗. The
function symbols of Σ(SAB) are interpreted in A as follows: For all v, w ∈ {a, b}∗,

fAr1(w) = fAr4(w) = aw,

fAr2(w) = fAr6(w) = bw,

fAr3 = ε,

fAr5(v, w) = bvw,

fAr7(v, w) = avw.
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Compiler from Z∗ into an arbitrary Σ(SAB)-algebra Target , written in Haskell:

compile_S w = msum ($ w) [try_r1,try_r2,try_r3]
where try_r1 w = do (x,w) <- compile_a w

(c,w) <- compile_B w
return (f_r1^Target c,w)

try_r2 w = do (x,w) <- compile_b w
(c,w) <- compile_A(w)
return (f_r2^Target c,w)

try_r3 w = return (f_r3^Target,w)
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compile_A w = msum ($ w) [try_r4,try_r5]
where try_r4 w = do (x,w) <- compile_a w

(c,w) <- compile_S w
return (f_r4^Target(c),w)

try_r5 w = do (x,w) <- compile_b w
(c,w) <- compile_A w
(d,w) <- compile_A w
return (f_r5^Target(c,d),w)

compile_B w = msum ($ w) [try_r6,try_r7]
where try_r6 w = do (x,w) <- compile_b w

(c,w) <- compile_S w
return (f_r6^Target(c),w)

try_r7 w = do (x,w) <- compile_a w
(c,w) <- compile_B w
(d,w) <- compile_B w
return (f_r7^Target(c,d),w)

compile_a w = if null w || head w /= a then error else return (a,tail w)
compile_b w = if null w || head w /= b then error else return (b,tail w)
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Destructive-signature functors

Let Σ = (S,BS, F, P ) be a destructive signature.

Σ induces the functor HΣ : SetS → SetS: For all A,B ∈ SetS, h ∈ SetS(A,B) and
s ∈ S,

HΣ(A)s =
∏

f :s→e∈F Ae,

HΣ(h)s =
∏

f :s→e∈F he.

A HΣ-coalgebra α : A→ HΣ(A) (see F -algebras and F -coalgebras) uniquely corresponds
to a Σ-algebra A and vice versa:

For all s ∈ S and f : s→ e ∈ F ,

As

αs = 〈fA〉f :s→e∈F�HΣ(A)s

Ae

(1) πf

g
fA = πf ◦ αs

�

Hence αs is the product extension of the interpretations of all destructors of Σ in A.
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Moreover, given Σ-algebras A and B and corresponding HΣ-coalgebras α resp. β, an
S-sorted function h : A → B is Σ-homomorphic iff h is a coAlgHΣ-morphism from α to
β.

Examples

Let A be an S-sorted set.

HcoNat(A)nat = 1 + Anat,

HStream(X)(A)list = X × Alist,

HcoList(X)(A)list = 1 + (X × Alist),

HInfbintree(X)(A)btree = Abtree ×X × Abtree,

HcoBintree(X)(A)btree = 1 + (Abtree ×X × Abtree),

HcoTree(X,Y )(A)tree = X × Atrees,

HcoTree(X,Y )(A)trees = 1 + (Y × Atree × Atrees),

HFBTree(X,Y )(A)tree = X × (Y × Atree)
∗,

HDAut(X,Y )(A)state = AX
state × Y,

HNDAut(X,Y )(A)state = Pfin(Astate)
X × Y. o
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Lemma WEAKFIN

Let Σ = (S,BS, F, P ) and Σ′ = (S,BS ′, F ′, P ) be destructive signatures, τ : HΣ′ → HΣ

be a surjective natural transformation, A be final in AlgΣ′ and

α = 〈gA〉g:s→e′∈F ′ : A→ HΣ′(A)

be the corresponding HΣ′-coalgebra (see (1)).

τA ◦α : A→ HΣ(A) is a HΣ-coalgebra and thus by (1), the corresponding Σ-algebra has
the same carriers as A (why we also denote it by A) and interprets F as follows: For all
f : s→ e ∈ F ,

fA = πf ◦ τA,s ◦ αs.
τA ◦ α is weakly final in coAlgHΣ, i.e., for all β ∈ coAlgHΣ there is a (not necessarily
unique) coAlgHΣ-morphism from τA ◦ α to β.

In other words, A is weakly final in AlgΣ, i.e., for all Σ-algebras B there is a (not
necessarily unique) Σ-homomorphism from A to B.

Moreover, A/∼ is final in AlgΣ where ∼ is the greatest Σ-congruence on B (which is the
union of all Σ-congruences on B).
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Proof. The lemma generalizes [24], Lemma 2.3 (iv), [26], 4.3.2/3, or [9], 2.4.6/16, from
Set to SetS.

Let β : B → HΣ(B) be a HΣ-coalgebra (see (1)). Since τB : HΣ′(B) → HΣ(B) is
surjective, there is an S-sorted function h : HΣ(B)→ HΣ′(B) with τB ◦ h = idHΣ(B).

Hence h◦β : B → HΣ′(B) is aHΣ′-coalgebra and thus there is a unique Σ′-homomorphism
unfoldB : B → A. If F is interpreted in A as above, unfoldB is also Σ-homomorphic:

HΣ(unfoldB) ◦ β = HΣ(unfoldB) ◦ τB ◦ h ◦ β = τA ◦HΣ′(unfoldB) ◦ h ◦ β
= τA ◦ α ◦ unfoldB.

Hence nat∼ ◦ unfoldB is a Σ-homomorphism from B to A/∼. Let g, h : B → A/∼ be Σ-
homomorphisms. There is an S-sorted functionm : A/∼→ A with nat∼◦m = idA/∼. Let
≈ be the least Σ-congruence on A that contains all pairs (m(g(b)),m(h(b))) with b ∈ B.
Since ∼ is the largest Σ-congruence on A, ≈⊆∼. Hence for all b ∈ B, m(g(b)) ≈ m(h(b))

implies m(g(b)) ∼ m(h(b)) and thus

g(b) = nat∼(m(g(b))) = nat∼(m(h(b))) = h(b).

We conclude g = h. o

167 of 373
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Let Σ be polynomial.

By Theorem CONTYPES, HΣ is ω-continuous and thus by Theorem GFIX, coAlgHΣ has
a final object α : νΣ→ HΣ(νΣ). In other words, νΣ is the final Σ-algebra (see (1)).

Since νΣ is the limit of the ω-cochain D of SetS defined in Theorem GFIX, the Subset
Theorem implies that for all s ∈ S,

νΣs = {a ∈
∏
i<ω

D(i)s | ∀ i < ω : ai = D(i + 1, i)(ai+1)}.

Let A be a Σ-algebra. The unique Σ-homomorphism unfoldA : A → νΣ is the unique
S-sorted function such that

A
〈βi〉i<ω→

∏
i<ω

D(i) = A
unfoldA→ νΣ

inc→
∏
i<ω

D(i)

where β0 is the unique S-sorted function from A to D(0) and for all i < ω and s ∈ S,

βi+1,s = 〈Fe(βi,s) ◦ fA〉f :s→e∈F : As → D(i + 1)s.
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Flat destructive signatures

Σ is flat if the range of each function symbol of Σ is a finite or coproduct of flat types.

If Σ is not flat, Σ can often be transformed into an equivalent flat signature Σ′ =

(S ′, BS, F ′, P ), i.e., AlgΣ
∼= AlgΣ′. For instance,

• a destructor f : s→ e+ (e1× · · · × en) is flattened by adding e1× · · · × en as a new
sort to S and the projections πi : e1 × · · · × en → ei, 1 ≤ i ≤ n, as new destructors
to F ;
• a destructor f : s→ e+ e′B with B ∈ BS is flattened by adding e′B as a new sort to
S and the projections πb : e′B → e′, b ∈ B, as new destructors to F .
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The final model of a flat destructive signature

Let Σ = (S,BS, F, P ) be flat and F ′ = {f ′ : s→ e′1+· · ·+e′n | f ′ : s→ e1+· · ·+en ∈ F}
where for all s ∈ S, set(s)′ = word(s), and for all other flat types e, e′ = e.

Σ′ = (S,BS, F ′, P ) is flat and polynomial.

HΣ′ is ω-continuous and its object mapping reads as follows: For all S-sorted sets A and
s ∈ S,

HΣ(A)s =
∏

f :s→e1+···+en∈F
∐n

i=1Aei

= {g : F → A× N | ∀ f : s→ e1 + · · · + en ∈ F : π1(g(f )) ∈ Ae′
π2(g(f))

}.
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Moreover, for all s ∈ S, k ∈ N and t ∈ D(k + 1),

D(0)s = 1 = {∗}
D(k + 1)s = HΣ(D(k))s = {t : F → D(k)× N | ∀ f : s→ e1 + · · · + en ∈ F :

π1(t(f )) ∈ D(k)e′
π2(t(f))

},

D(k + 1, k)(t) = π1 ◦ t

and thus by the Subset Theorem,

νΣ′s = {t ∈
∏

k∈ND(k)s | ∀ k ∈ N : D(k + 1, k)(πk+1(t)) = πk(t)}
= {t ∈

∏
k∈ND(k)s | ∀ k ∈ N : π1 ◦ πk+1(t) = πk(t)}.
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A surjective natural transformation τ : HΣ′ → HΣ is defined as follows: For all S-sorted
sets A, f : s→ e1 + · · ·+ en ∈ F and b = (bf)f∈F ∈ HΣ′(A) =

∏
f :s→e1+···+en∈F

∐n
i=1Ae′i

,

πf(τA(b)) =

{
({a1, . . . , ak}, i) if bf = (a1 . . . ak, i) and ei is a set type,
bf otherwise.

Since A = νΣ′ is final in AlgΣ′. Lemma WEAKFIN implies that A is weakly final in
AlgΣ if F is interpreted as follows: For all f : s→ e1 + · · · + en,

fA = πf ◦ τA,s ◦ 〈f ′A〉f∈F ,

i.e., for all a ∈ As,

fA(a) =

{
({a1, . . . , ak}, i) if f ′A(a) = (a1 . . . ak, i) and ei is a set type,
f ′A(a) otherwise.
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Moreover, νΣ = A/∼ is final in AlgΣ where ∼ is the greatest Σ-congruence on A, i.e.,
the union of all S-sorted binary relations ∼ on A such that for all s ∈ S and a, b ∈ As,
a ∼s b implies fA(a) ∼e1+···+en f

A(b), i.e.,

a ∼s b ⇒


{a1, . . . , ak} ∼ei {b1, . . . , bl} if f ′A(a) = (a1 . . . ak, i),

f ′A(b) = (b1 . . . bl, i) and ei is a set type,
f ′A(a) ∼ f ′A(b) otherwise.

Remember that for all set types set(s), {a1, . . . , ak} ∼set(s) {b1, . . . , bl} holds true iff for
all 1 ≤ i ≤ k there is 1 ≤ j ≤ l with ai ∼s bj and for all 1 ≤ j ≤ l there is 1 ≤ i ≤ k

with ai ∼s bj.

By Lambek’s Lemma, the HΣ-coalgebra α : νΣ → HΣ(νΣ) (see (1)) is an isomorphism
and thus for all f : s→ e1 + · · · + en ∈ F and t ∈ νΣs,

f νΣ(t) = πf(t) = t(f ).

Hence for all Σ-algebras A and a ∈ As, fA(a) = (b, i) implies

unfoldA(a)(f ) = f νΣ(unfoldA(a)) = unfoldA(fA(a)) = unfoldA(b, i) = (unfoldA(b), i).
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The carriers of νΣ can be represented as equivalence classes of trees:

Let T be the greatest FT(S,BS)-sorted set of finite or infinite trees t such that

• for all X ∈ BS, if t ∈ TX , then t is a leaf labelled with some element of X ,
• for all s ∈ S, if t ∈ Ts, then for all f : s → e1 + · · · + en ∈ F there are 1 ≤ i ≤ n,
u ∈ Tei and a unique outarc of the root r of t that is labelled with (f, i) and points
to the root of u and r has no other outarcs,
• for all collection types c(s) ∈ FT(S,BS), if t ∈ Tc(s), then the root of t is labelled
with c and the tuple of maximal proper subtrees of t is in T ∗s .

Hence for all t ∈ T ,

• a node n is a leaf of t iff n is labelled with an element of some X ∈ BS,
• n is an inner node iff n is unlabelled or labelled with word, bag or set.
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Let ∼ be the greatest equivalence relation on T such that for all e ∈ FT(S,BS), t, u ∈ Te
and lists t1, . . . , tm and u1, . . . , un of maximal proper subtrees of t resp. u, t ∼ u implies

• e ∈ S ∪BS, m = n and for all 1 ≤ i ≤ n, ti ∼ ui, or
• e is a word type, m = n and for all 1 ≤ i ≤ n, ti ∼ ui, or
• e is a bag type, m = n and there is a bijection h on {1, . . . , n} such that for all

1 ≤ i ≤ n, ti ∼ uh(i), or
• e is a set type, for all 1 ≤ i ≤ m there is 1 ≤ j ≤ n with ti ∼ uj and for all 1 ≤ j ≤ n

there is 1 ≤ i ≤ n with ti ∼ uj.

For all e ∈ FT(S,BS), νΣe
∼= Te/∼.

If F does not contain bag or set types, then νΣe
∼= Te/∼= Te.

The elements of νΣ are called ground Σ-coterms.

For all k ∈ N, D(k) is represented by the (equivalence classes of) finite ground Σ-coterms
t with depth(t) ≤ k.
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s4

s2

s1

s2

s3

s4

s4

s1

s2

b

*

f2,2

f1,3

f5,2

f6,3

f7,2

f3,1

f4,1

f3,1

f4,4

f5,3

s1

e

f5,2

f1,2

f2,2

f3,1
f4,2

cf1,2

f2,1d

f8,2

b

set

s1
f1,3

f2,2
c

A ground Σ-coterm with destructors f1, . . . , f8 and base elements a, b, c, d, e, ∗.
Each inner node n is labelled with the sort of the subtree with root n.

Dots indicate infinite subtrees.
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Examples

A = N ∪ {∞} is a final coNat -algebra: For all n ∈ A,

predA(n) =


∗ if n = 0,

n− 1 if n > 0,

∞ if n =∞.

Beh(X, Y ) is final in AlgDAut(X,Y ). In particular, the DAut(1, Y )-algebra of streams with
elements from Y Y is final in AlgDAut(1,Y ) and the DAut(2, Y )-algebra of infinite binary
trees with node labels from Y is final in AlgDAut(2,Y ).

Since T = TReg(X) and Lang are DAut(X, 2)-algebras, foldLang : T → Lang is a
DAut(X, 2)-homomorphism (see [49], Section 12) and Lang is a final DAut(X, 2)-algebra,
foldLang coincides with unfoldT . This fact allows us to build a generic parser for all reg-
ular languages upon δT and βT and to extend it to a generic parser for all context-free
languages by simply incorporating the respective grammar rules (see ????[49], Sections
12 and 14).
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For Σ ∈ {Stream(X), coList(X), Infbintree(X), coBintree(X, Y ), coTree(X, Y ),

FBTree(X, Y )}, the elements of the list-, btree- resp. tree-carrier of νΣ can be repre-
sented by the sequences resp. trees that we associated in Signatures with Σ.

This follows from a simple one-to-one transformation of the tree representation described
above: Remove each edge e labelled with an attribute, i.e., a destructor f : s→ B with
B ∈ BS and add the label b ∈ B of the target of e to the label(s) of the source of e. Of
course, if s has several attributes, it must be indicated that b was the value produced by
f .

For instance, the usual sequence representation of the stream [1, 2, 3, . . . ] is obtained from
the following tree representation:

1

tail
head

2

tail
head

3

tail
head

178 of 373



�
�

�

Predicate coinduction

Let Σ = (S,BS, F, P ) be a signature and C be a Σ-algebra.

Predicate coinduction is an (analytical, top-down) inference rule that allows us to show
that the interpretation of P ′ in gfp(ΦΣ′,C,AX) contains all objects with some properties,
given by Σ-formulas ψp : e, one for each p : e ∈ P ′. The goals psip ⇒ p, p ∈ P ′, are
replaced by the axioms for P ′, which are then resolved upon the goals:

(1)
ψp ⇒ p∧

pt⇒ϕ∈AX(ψpt⇒ ϕ[ψp/p | p ∈ P ′])
⇑

If further top-down rules (e.g. resolution and narrowing) transform the succedent of (1)
to True, then by Lemma COIND, C satisfies the antecedent of (1).

Goals can often be proved by coinduction only after they have been generalized: Some
formula δp must be found such that C satisfies ψp ∨ δp ⇒ p. The generalization weakens
the coinduction conclusion in the succedent of (1) from ϕ[ψp/p] to ϕ[ψp ∨ δp/p].
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In order to find δp, qp and qp ⇐ ψp are added to Σ resp. AX when (1) is applied. The
succedent of (1) is modified accordingly:

(2)
ψp ⇒ p∧

pt⇒ϕ∈AX(ψpt⇒ ϕ[qp/p | p ∈ P ′])

If p is binary and AX includes congruence axioms for p, ψp is also binary and we add
equivalence axioms for qp to AX :

qp〈x, x〉, qp〈x, y〉 ⇒ qp〈y, x〉, qp〈x, y〉 ∧ qp〈y, z〉 ⇒ qp〈x, z〉.

The demand for generalizing the goal ψp ⇒ p becomes apparent in the course of proving
the succedent of (2) when a subgoal of the form qp ⇐ δp is encountered:

If δp = ψp, then the subgoal is an axiom and thus reduces to True. Otherwise qp ⇐ δp is
added to AX and the proof proceeds with an application of the following rule:

(3)
δp ⇒ qp∧

pt⇒ϕ∈AX(δpt⇒ ϕ[qp/p | p ∈ P ′])
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Between the applications of (2) resp. (3), resolution steps upon the added axiom qp ⇐ ψp
must be confined to redex positions with positive polarity, i.e., the number of preceding
negation symbols in the entire formula must be even. Otherwise the axiom added when
(3) is applied might violate the soundness of the resolution steps.

Resolution upon qp at any redex position becomes sound as soon as the set of axioms for
qp is not extended any more.

By inferring True from the conclusions of (2) and (3) one shows, roughly speaking, that
the predicate ψp ∨ δp solves the axioms for p. Since p itself represents the greatest solu-
tion, we conclude ψp ∨ δp ⇒ p, in particular the original goal ψp ⇒ p.

Predicate coinduction allows us to prove properties of greatest predicates. If, however,
P ′ consists of least predicates, then proving goals of the form ψp ⇒ p amounts to simply
resolving them upon p.
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The recent approach called coinductive logic or co-logic programming [27, 61] has not
much to do with co/induction. It is rather co/resolution upon least resp. greatest predi-
cates on models consisting of finite or infinite terms. In contrast to the above co/resolution
rules, co-logic programming does not only resolve axioms upon (atoms of) the current
goal ϕ, but also compares ϕ with all predecessors of ϕ in order to detect circularities
in the derivation. We claim that most results obtained due to this – rather inefficient –
inspection of the entire derivation would also be accomplished if the above co/induction
rules were used instead.
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Coinduction for proving equality

Let P ′ = {∼s: s× s | s ∈ S}, Σ′ = (S, F, P + P ′),

AX = {x ∼e y ⇒ fx ∼e′ fy | f : e→ e′ ∈ F},

C be final in a full subcategory of AlgΣ, R be an S-sorted binary relation on C and ψ
be an S-sorted set of Σ-formulas such that for all s ∈ S, ψCs = Rs. By Lemma MIN (1),

R ⊆ ∆C ⇐⇒ some Σ-congruence ∼ contains R
⇐= the greatest Σ-congruence ∼ contains R
⇐= the succedent of predicate coinduction is valid

for P ′, AX and ψ defined as above.
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******

Suppose that for all s ∈ S, s-equality =s: s × s belongs to P , and AX is a set of co-
Horn clauses such that for all Σ-algebras A satisfying AX , =A= {=A

s | s ∈ S} is a
Σ-congruence.

Let νΣ be final in Alg∈Σ,AX or gen(Alg=
Σ,AX) (see Thm. RESFIN resp. ABSFIN). Then

=νΣ is the greatest Σ-congruence on νΣ that satisfies AX .

Let R be an S-sorted binary relation on νΣ and for all s ∈ S, ψs : s× s be a Σ-formula
that describes Rs, i.e., Rs coincides with ψνΣ

s . By algebraic coinduction, R ⊆ ∆νΣ if for
all s ∈ S, ψνΣ

s ⊆=νΣ
s .
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Bounded functors

Let α : A→ F (A) be an F -coalgebra and B be a subset of A. If the inclusion mapping
inc : B → A is a coAlgF -morphism from an F -coalgebra β :B → F (B) to α then β is
an F -invariant or F -subcoalgebra of α.

Theorem ([30], Prop. 4.2.4 (i)) Every union or intersection of F -invariants is an F -
invariant. Hence for all subsets of B of A there is a least F -invariant 〈B〉 : C → F (C)

such that C includes B. o

Let M be an S-sorted set. F : SetS → SetS is M-bounded if for all F -coalgebras
α : A→ F (A) and a ∈ A, |〈a〉s| ≤ |Ms| (see [24], Section 4).

Let λ be a cardinal number. A category I is λ-filtered if for each class L of less than λ
I-objects there is a cocone {i → j | i ∈ L} in I and for all I-objects i, j and each set
Φ of less than λ I-morphisms from i to j there is a coequalizing I-morphism h : j → k,
i.e., for all f, g ∈ Φ, h ◦ f = h ◦ g.

A diagram D : I → K is λ-filtered if I is a λ-filtered category.

A functor F : K → L is λ-accessible if F preserves the colimits of all λ-filtered diagrams
D : I → K (see [9], Section 5.2).
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Theorem ([10], Thm. 4.1; [11], Thm. V.4)

Let M be an S-sorted set. F : SetS → SetS is M -bounded if F is |M |-accessible. Con-
versely, F is (|M | + 1)-accessible if F is M -bounded. o

By [55], Thm. 10.6, or [24], Cor. 4.9 and Section 5.1, for each destructive signature Σ

there is an S-sorted set M such that HΣ is M -bounded (see Destructive-signature func-
tors).

Examples

By [55], Ex. 6.8.2, or [24], Lemma 4.2, HDAut(X,Y ) is X∗-bounded:

For all DAut(X, Y )-algebras A and a ∈ Astate,

〈st〉 = {δA∗(a)(w), w ∈ X∗}

where δA∗(a)(ε) = st and for all x ∈ X and w ∈ X∗, δA∗(a)(xw) = δA∗(δA(a)(x))(w).
Hence |〈st〉| ≤ |X∗|.
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HNDAut(X,Y ) is (X∗ × N)-bounded: For all NDAut -algebras A and a ∈ Astate,

〈st〉 = ∪{δA∗(a)(w), w ∈ X∗}

where a ∈ Astate, δA∗(a)(ε) = {st} and δA∗(a)(xw) = ∪{δA∗(st′)(w) | st′ ∈ δA(a)(x)}
for all x ∈ X and w ∈ X∗. Since for all a ∈ Astate and x ∈ X , |δA(a)(x)| ∈ N,
|〈st〉| ≤ |X∗ × N|. If X = 1, then X∗ × N ∼= N and thus HNDAut(1,Y ) is N-bounded (see
[55], Ex. 6.8.1; [24], Section 5.1). o

A destructive signature Σ = (S,BS, F, P ) is Moore-like if there is an S-sorted set M
such that for all f : s→ e ∈ F , e = sMs or e ∈ BS. Then M is called the input of Σ.
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Lemma MOORE

Let Σ = (S,BS, F, P ) be a Moore-like signature with input M and

F ′ = {f : s→ e | e ∈ BS}.

Σ is polynomial and thus AlgΣ has a final object A.

Let Y =
∏

f :s→e∈F ′ e. If |S| = 1, then Σ agrees with DAut(Ms, Y ) and thus A ∼=
Beh(Ms, Y ). OtherwiseA can be constructed as a straightforward extension ofBeh(Ms, Y )

to several sorts: For all s ∈ S and h ∈ As,

As = M ∗
s → Y,

for all f : s→ e ∈ F ′, fA(h) = πg(h(ε)) and for all f : s→ sMs, fA(h) = λx.λw.h(xw).

A can be visualized as the S-sorted set of trees such that for all s ∈ S and h ∈ As, the
root r of h has |Ms| outarcs, for all f : s → e ∈ F ′, r is labelled with fA(h), and for
all f : s → sMs and x ∈ Ms, fA(h)(x) = λw.h(xw) is the subtree of h where the x-th
outarc of r points to. o
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Theorem MOORETAU

Let Σ = (S,BS, F, P ) be a destructive signature, M be an S-sorted set, HΣ be M -
bounded and

F ′ = {fs : s→ sMs | s ∈ S} ∪ {f ′ : s→Me | f : s→ e ∈ F}.

Let Σ′ = (S,BS ∪ {Me | e ∈ T(S,BS)}, F ′, R) and τ : HΣ′ → HΣ be the function
defined as follows: For all S-sorted sets A, a ∈ HΣ′(A)s and f : s→ e ∈ F ,

πf(τA,s(a)) = Fe(πfs(a))(πf ′(a)).

τ is a surjective natural transformation.

Proof. The theorem generalizes [24], Thm. 4.7 (i)⇒(iv), from Set to SetS. o
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Theorem BFIN

Let Σ = (S,BS, F, P ) be a destructive signature, M be an S-sorted set, HΣ be M -
bounded and the Σ-algebra A be defined as follows: For all s ∈ S,

As = M ∗
s →

∏
f :s→e∈F

Me,

and for all f : s→ e ∈ F and h ∈ As,

fA(h) = Fe(λx.λw.h(xw))(πf(h(ε))).

A is weakly final and A/∼ is final in AlgΣ where ∼ is the greatest Σ-congruence on A.

Proof. Let Σ′ and τ be defined as in Theorem MOORETAU. Let Y =
∏

f ′:s→Me∈F ′Me.
Since Σ′ is Moore-like, Lemma MOORE implies that the following Σ′-algebra B is final:

For all s ∈ S, Bs = M ∗
s → Y .

For all f : s→ e ∈ F and h ∈ Bs, fBs (h) = λx.λw.h(xw) and f ′B(h) = πf ′(h(ε)).

190 of 373



�� ��Bounded functors

Hence by Lemma WEAKFIN, A is weakly final:

For all s ∈ S,
∏

f :s→e∈F Me = Y and thus As = Bs.

For all f : s→ e ∈ F and h ∈ As,

fA(h) = Fe(λx.λw.h(xw))(πf(h(ε))) = Fe(λx.λw.h(xw))(πf ′(h(ε)))

= Fe(f
A
s (h))(f ′A(h)) = Fe(πfs(g1(h), . . . , gn(h)))(πf ′(g1(h), . . . , gn(h)))

= πf(τA,s(g1(h), . . . , gn(h))) = πf(τA,s(〈g1, . . . , gn〉(h))) = fB(h)

where {g1, . . . , gn} = {gA | g : s→ e′ ∈ F ′}.

Hence again by Lemma WEAKFIN, A/∼ is final in AlgΣ where ∼ is the greatest Σ-
congruence on A.

A direct proof of the existence of a final Σ-algebra is given by [25], Thm. 3.5. o
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Example

Let Σ = NDAut(X, Y ), i.e., S = {state}, BS = {X, Y },
F = {δ : state→ set(state)X , β : state→ Y }

and P = ∅, and Mstate = X∗ × N. Hence Mset(state)X = Pfin(M)X and MY = Y . Since
HΣ isM -bounded, Theorem BFIN implies that the following Σ-algebra A is weakly final:

Astate = M ∗ → Pfin(M)X × Y.
For all h ∈ Astate and x ∈ X , h(ε) = (g, y) implies

δA(h)(x) = Fset(state)X(λm.λw.h(mw))(πδ(h(ε)))(x)

= Fset(state)X(λm.λw.h(mw))(g)(x) = Fset(state)(λm.λw.h(mw))(g(x))

= {Fstate(λm.λw.h(mw))(m) | m ∈ g(x)}
= {λm.λw.h(mw))(m) | m ∈ g(x)} = {λw.h(mw) | m ∈ g(x)},

βA(h) = FY (λx.λw.h(xw))(πβ(h(ε))) = FY (λx.λw.h(xw))(y) = idY (y) = y.

Moroever, A/∼ is final in AlgΣ where ∼ is the greatest Σ-congruence on A, i.e., the
union of all S-sorted binary relations ∼ on A such that for all h, h′ ∈ Astate,

h ∼ h′ implies δA(h) ∼set(state)X δA(h′) ∧ βA(h) ∼Y βA(h′),
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i.e., for all x ∈ X , h ∼ h′, h(ε) = (g, y) and h′(ε) = (g′, y′) imply

∀ m ∈ g(x) ∃n ∈ g′(x) : λw.h(mw) ∼ λw.h′(nw) ∧
∀ n ∈ g′(x) ∃m ∈ g(x) : λw.h(mw) ∼ λw.h′(nw) ∧ y = y′.

Let F ′ = {f : state→ stateM , δ : state→ Pfin(M)X , β : state→ Y }
and Σ′ = (S, {X, Y,M,Pfin(M)X}, F ′, P ).

A is constructed from the following Σ′-algebra B with Bstate = Astate (see the proof of
Theorem BFIN): For all h ∈ Astate, fBstate(h) = λm.λw.h(mw) and 〈δB, βB〉(h) = h(ε).

Since Σ′ is Moore-like, Lemma MOORE implies that A can be visualized as the set of
trees h such that the root r of h has |M | outarcs, r is labelled with h(ε) and for all
m ∈ M , λw.h(mw) is the subtree of h where the m-th outarc of r points to. [26],
Section 5, shows (for the case X = Y = 1) how these trees yield the quotient A/∼. o
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Adjunctions

An adjunction is a quadruple (L,R, η, ε) consisting of functors L : K → L, R : L → K
and natural transformations η : IdK → RL and ε : LR → IdL such that for each
K-morphism f : A → R(B) there is a unique L-morphism f ∗ : LA → B, called the
K-extension of f , such that the following diagram commutes:

A
ηA �RLA LA

RB

R(f ∗)

g

f
�

B

f ∗

g

or for each L-morphism g : L(A) → B there is a unique K-morphism g# : A → RB,
called the L-extension of g, such that the following diagram commutes:

B≺
εB

LRB RB

LA

L(g#)

f

g

≺

A

g#

f
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η is the unit (or inclusion of generators) and ε the co-unit (or evaluation) of the
adjunction.

η exists if and only if ε exists.

For all B ∈ L, RεB ◦ ηRB = idRB.

Hence by the uniqueness of K-extensions,
εB = id∗RB and for all f ∈ K(A,B), Lf = (ηB ◦ f )∗.

For all A ∈ K, εLA ◦ LηA = idLA.

Hence by the uniqueness of L-extensions,
ηA = id#

LA and for all g ∈ L(A,B), Rg = (g ◦ εB)#.

L is the left adjoint of R. R is the right adjoint of L. We write L a R.

Left adjoints preserves colimits. Right adjoints preserves limits.
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L a R iff

K(_, R(_)) and L(_, L(_)) are naturally equivalent functors from Kop × L to Set,

i.e.,

• for all A ∈ K and B ∈ L,
K(A,RB) ∼= L(LA,B),

• for all f ∈ K(A′, A) and g ∈ L(B,B′), the following diagram commutes:

K(A′, RB) ∼= L(LA′, B)

K(A,RB′)

K(f,Rg) =def λh.(Rg ◦ h ◦ f )

g
∼= L(LA,B′)

L(Lf, g) =def λh.(g ◦ h ◦ Lf )

g
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Examples of adjunctions L a R

Identity functors are left and right adjoints

L = R = IdK.

Exponentials are right adjoints

A category K is Cartesian closed if K has a final object, binary products and for all
B ∈ K there is an adjunction (L : K → K, R : K → K, η, ε) such that for all A ∈ K and
K-morphisms f , L(A) = A×B and L(f ) = f ×B.

For all A ∈ K, R(A) is denoted by AB and called an exponential.

C≺
εC

CB ×B A
ηA� (A×B)B

A×B

g# ×B

f

g

≺

CB

(f ∗)B

g
f

�
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SetS is Cartesian closed:

Let B be an S-sorted set.

• For all S-sorted sets A, R(C) = CB = SetS(B,A),
• For all S-sorted functions f : A→ C and g : B → A, R(f )(g) = fB(g) = f ◦ g.
• For all S-sorted sets C, εC = λ(f, b).f (b).
• For all S-sorted sets A, ηA = λa.λb.(a, b).
• For all S-sorted functions g : A×B → C, g# = λa.λb.g(a, b).
• For all S-sorted functions f : A→ CB, f ∗ = f ◦ π1.

198 of 373



�� ��Adjunction examples

Products are right adjoints

Let I be an index set, K be a category with I-indexed products,

• L : K → KI be the diagonal functor defined by L(A)i = A for all K-objects and
K-morphisms A and i ∈ I ,
• R : KI → K defined by R((Bi)i∈I) =

∏
i∈I Bi for all KI-objects and KI-morphisms

(Bi)i∈I .

(Bi)i∈I≺
(πi)i∈I

(
∏
i∈I

Bi)i∈I
∏
i∈I

Bi A
〈idA〉i∈I�

∏
i∈I

A = AI (A)i∈I

(A)i∈I

(〈gi〉i∈I)i∈I
f

(gi)i∈I

≺

A

〈gi〉i∈I
f

∏
i∈I

Bi

∏
i∈I fi

g
〈fi〉i∈I �

(Bi)i∈I

(fi)i∈I

g
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Coproducts are left adjoints

Let I be an index set, L be a category with I-indexed coproducts,

• R : L → LI be the diagonal functor defined by R(A)i = A for all L-objects and
L-morphisms A and i ∈ I ,
• L : LI → L defined by L((Ai)i∈I) =

∐
i∈I Ai for all LI-objects and LI-morphisms

(Ai)i∈I .

(Ai)i∈I
(ιi)i∈I� (

∐
i∈I

Ai)i∈I
∐
i∈I

Ai B≺
[idB]i∈I ∐

i∈I

B = B×I (B)i∈I

(B)i∈I

([fi]i∈I)i∈I

g
(fi)i∈I �

B

[fi]i∈I

g ∐
i∈I

Ai

∐
i∈I gi

f

[gi]i∈I

≺

(Ai)i∈I

(gi)i∈I

f
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Term adjunction (see The initial model of a flat constructive signature)

Let Σ = (S,BS, F, P ) be a flat constructive signature, µΣ be initial in AlgΣ, V be an
S-sorted set of variables,

F ′ = {ins : Vs → s | s ∈ S} and Σ(V ) = (S,BS ∪ V, F ∪ F ′, P ).

The initial Σ(V )-algebra µΣ(V ) is called the free Σ-algebra over V . The Σ-reduct of
µΣ(V ) is denoted by TΣ(V ).

TΣ(∅) ∼= µΣ where ∅ denotes the S-sorted V with Vs = ∅ for all s ∈ S.

The elements of TΣ(V ) are called Σ-terms over V .

In the tree representation of a Σ-term, we identify each node labelled with ins, s ∈ S,
and its respective successor.
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f1

f3

f7f6

f5f4

f8

f9

f0

x0 x1

x2

f2

b0

b1

*

*

A Σ-term over {x0, x1, x2} with base elements b0, b1, ∗
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Let A be a Σ-algebra and g be a valuation of V in A, i.e., an S-sorted function from V

to A. Then there is a unique Σ-homomorphism g∗ : TΣ(V )→ A such that for all s ∈ S
the following diagram commutes:

Vs
λx.ins(x)

�TΣ(V )s

(1)

As

g∗s

≺
gs

�

Proof. A becomes a Σ(V )-algebra by defining inAs = gs for all s ∈ S. Hence there is a
unique Σ(V )-homomorphism foldA from µΣ(V ) to A.

Let h : TΣ(V )→ A be a Σ-homomorphism satisfying (1), i.e., for all s ∈ S,

hs ◦ λx.ins(x) = gs.

Then for all x ∈ Vs, h(in
µΣ(V )
s (x)) = h(ins(x)) = g(x) = inAs (x), i.e., h is compatible

with F ′. We conclude h = foldA. o
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For all s ∈ S and x ∈ V , g∗(ins(x)) = g(x).

Since g∗ is Σ-homomorphic, for all f : e→ s ∈ F and (t1, . . . , tn) ∈ TΣ,e,

g∗(f (t1, . . . , tn)) = g∗(fµΣ(t1, . . . , tn)) = fA(g∗(t1), . . . , g∗(tn)).

g∗ evaluates terms into algebra elements:

g∗ = foldA : TΣ(V )→ A takes a term t ∈ µΣ(V ), replaces each occurrence of a variable
x ∈ V in t by the value g(x) and folds (“evaluates”) the resulting term into an element
of A.

204 of 373



�� ��Adjunction examples

g*
fold

f1
A

f3
A

f7
Af6

A

f5
Af4

A

f8
A

f9
A

f0
A

a0 a1

a2

f2
A

b0

b1

*

*

a=

f1

f3

f7f6

f5f4

f8

f9

f0

x0 x1

x2

f2

b0

b1

*

*

Evaluation of a Σ-term w.r.t. the valuation g = λxi.ai
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By the uniqueness of g∗, the functor

TΣ : SetS → AlgΣ

V 7→ TΣ(V )

h : V → V ′ 7→ {(λx.ins(x) ◦ hs)∗ : TΣ(V )s → TΣ(V ′)s | s ∈ S}

is the left adjoint of the forgetful functor US : AlgΣ → SetS

and the following lemma holds true:

Lemma EVAL

For all S-sorted functions g : V → A and Σ-homomorphisms h : A→ B,

(h ◦ g)∗ = h ◦ g∗.

For all S-sorted sets V and s ∈ S, ηV,s = λx.ins(x) (see (1)).

Let A be a Σ-algebra. The co-unit εA = id∗A : TΣ(US(A)) → A takes a term t with
“variables” in A and folds (“evaluates”) t into an element of A.
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Variety

Let ∼ be a Σ-congruence on TΣ(V ).

A subcategory K of AlgΣ is a Σ-variety if for all A ∈ K and all S-sorted functions
g : V → US(A), g∗ factorizes through TΣ(V )/∼:

V
ηV�US(TΣ(V )) TΣ(V )

nat∼�TΣ(V )/∼

US(A)

TΣ(g∗)

g
g

�
A

g∗

g

(2)

g∗∗

≺
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Let A ∈ K and g : V → US(A) be an S-sorted function. If

∼ is a subset of the kernel of g∗, (3)

then g∗∗ is well-defined by g∗∗([t]∼) = g∗(t) for all t ∈ TΣ(V ).

Since nat∼ is epi and predicate preserving, Lemma EMH (1) and the uniqueness of g∗

imply that (3) is equivalent to the existence and uniqueness of g∗∗ with (2).

Hence, if TΣ(V )/∼∈ K, then the forgetful functor from K to SetS has a left adjoint

with unit nat∼ ◦ ηV and extension g∗∗ of g.

TΣ(V )/∼ is called the free K-object over V .

In particular, TΣ(∅)/∼ is initial in K.

Birkhoff Theorem I

A class of Σ-algebras is a Σ-variety iff it is closed under the formation of subalgebras,
homomorphic images and products. o
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Coterm adjunction (see The final model of a flat destructive signature)

Let Σ = (S,BS, F, P ) be a flat destructive signature, νΣ be final in AlgΣ, V be an
S-sorted set of covariables,

F ′ = {outs : s→ Vs | s ∈ S} and Σ(V ) = (S,BS ∪ V, F ∪ F ′, P ).

The final Σ(V )-algebra νΣ(V ) is called the cofree Σ-algebra over V . The Σ-reduct of
νΣ(V ) is denoted by coTΣ(V ).

coTΣ(1) ∼= νΣ where 1 denotes the S-sorted V with Vs = 1 for all s ∈ S.

The elements of TΣ(V ) are called Σ-coterms over V .

In the tree representation of a Σ-coterm, we identify each node labelled with outs, s ∈ S,
and its respective successor.
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x2

x5

x4

x7

x3

x4

x6

x5

x0

x1

b1

b0

*

f1,i1

f0,i0

f2,i2

f5,i5

f6,i6

f3,i3

f4,i4

f7,i7
f8,i8

f9,i9

x0

b1

f10,i10

A Σ-coterm over {x0, . . . , x7} with base elements b0, b1, ∗
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Let A be a Σ-algebra and g be a coloring of A by V , i.e., an S-sorted function from
A to V . Then there is a unique Σ-homomorphism g# : A→ coTΣ(V ) such that for all
s ∈ S the following diagram commutes:

Vs≺
λt.t(outs)

coTΣ(V )s

(4)

A

g#
s

�

gs

≺

Proof. A becomes a Σ(V )-algebra by defining outAs = gs for all s ∈ S. Hence there is a
unique Σ(V )-homomorphism unfoldA from A to νΣ(V ).

Let h : A→ coTΣ(V ) be a Σ-homomorphism satisfying (1), i.e., for all s ∈ S,

λt.t(outs) ◦ hs = gs.

Then for all a ∈ As, out
νΣ(V )
s (h(a)) = h(a)(outs) = (λt.t(outs))(h(a)) = g(a) = outAs (a),

i.e., h is compatible with F ′. We conclude h = unfoldA. o
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For all s ∈ S and a ∈ As, g#(a)(outs) = (λt.t(outs))(g
#(a)) = g(a).

Since g# is Σ-homomorphic, for all f : s→ e ∈ F and a ∈ As,

g#(a)(f ) = f νΣ(g#(a)) = g#(fA(a)).

g# observes the behavior of algebra elements:

g# = unfoldA : A→ coTΣ(V ) takes a ∈ A, unfolds a into the behavior t of a and labels
(the root of each) subtree u of t with the color g(b) of some b ∈ A with behavior u.
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x2

x5

x4

x7

x3

x4

x6

x5

x0

x1

b1

b0

*

f1,i1

f0,i0

f2,i2

f5,i5

f6,i6

f3,i3

f4,i4

f7,i7
f8,i8

f9,i9

x0

b1

f10,i10

g#

unfold

a2

a5

a7

a3

a4

a6

a0

a1 b1

b0

*
f1

A,i1

f0
A,i0

f2
A,i2

f5
A,i5

f3
A,i3

f4
A,i4

f7
A,i7

f9
A,i9

f6
A,i6

f8
A,i8

f10
A,i10

Observation of the behavior of a0 w.r.t. the coloring g = λai.xi
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By the uniqueness of g#, the functor

coTΣ : SetS → AlgΣ

V 7→ coTΣ(V )

h : V → V ′ 7→ {(hs ◦ λt.t(outs))# : coTΣ(V )s → coTΣ(V ′)s | s ∈ S}

is the right adjoint of the forgetful functor US : AlgΣ → SetS

and the following lemma holds true:

Lemma COEVAL

For all S-sorted functions g : A→ V and Σ-homomorphisms h : B → A,

(g ◦ h)# = g# ◦ h.

For all S-sorted sets V and s ∈ S, εV,s = λt.t(outs) (see (4)).

Let A be a Σ-algebra. The unit ηA = id#
A : A → coTΣ(US(A)) takes a ∈ A and unfolds

a into the behavior (tree) of a.
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Covariety

Let inv be a Σ-invariant of coTΣ(V ).

A subcategory K of AlgΣ is a Σ-covariety if for all A ∈ K and all S-sorted functions
g : US(A)→ V , g# factorizes through inv:

V ≺
εV

UΣ(coTΣ(V )) coTΣ(V )≺
inc

inv

US(A)

UΣ(g#)

f

g

≺

A

g#

f
(5)

g##

�
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Let A ∈ K and g : US(A)→ V be an S-sorted function. If

the image of g# is a subset of inv, (6)

then g## is well-defined by g##(a) = g#(a) for all a ∈ A.

Since inc is mono and predicate preserving, Lemma EMH (2) and the uniqueness of g#

imply that (6) is equivalent to the existence and uniqueness of g## with (5).

Hence, if inv ∈ K, then the forgetful functor from K to AlgΣ has a right adjoint

with co-unit εV ◦ inc and extension g## of g.

inv is called the cofree K-object over V .

In particular, if V = 1, then inv is final in K.

Birkhoff Theorem II

A class of Σ-algebras is a Σ-covariety iff it is closed under the formation of subalgebras,
homomorphic images and coproducts. o

216 of 373



�� ��Adjunction examples

Base extensions: Base algebras as base sets

Let Σ′ = (S ′, BS ′, F ′, P ′) be a signature, Σ = (S,BS, F, P ) be a subsignature of Σ and
B be a Σ-algebra.

For all e ∈ T(S,BS), eB ∈ T(S ′ \ S) is obtained from e by replacing each sort s ∈ S
with Bs. Let FB = {fB : eB → e′B | f : e→ e′ ∈ F ′}, PB = {pB : eB | p : e ∈ P ′},

ΣB = (S ′ \ S,BS ′ ∪B,FB, PB)

and σB : Σ′ → ΣB be the signature morphism that maps s ∈ S to Bs, s ∈ S ′ \ S to s
and f ∈ F ′ ∪ P ′ to fB. Then for all ΣB-algebras A and s ∈ S,

(A|σB)s = FσB(s)(A) =

{
FBs(A) = Bs if s ∈ S,
Fs(A) = As otherwise.

Let UΣ denote the forgetful functor from AlgΣ′ to AlgΣ.

Let A be a Σ′-algebra and B = UΣ(A). A yields a ΣB-algebra AΣ,B that is defined as
follows: For all s ∈ S ′ \ S, AΣ,B,s = As. For all f ∈ F ′ ∪ P ′, f

AΣ,B,s
B = fA.

The σB-reduct of AΣ,B agrees with A: AΣB |σB = A.
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Let ΣB be constructive and µΣB be initial in AlgΣB .

UΣ has a left adjoint LΣ′ : AlgΣ → AlgΣ′:

LΣ′(B) is the σB-reduct of µΣB and called the free Σ′-algebra over B.

The unit η : Id → UΣLΣ′ is defined as follows: For all b ∈ B, ηB(b) = b.

The co-unit ε : LΣ′UΣ → Id is defined as follows: For all Σ′-algebras A,

LΣ′(C)
εA−→ A = µΣC|σC

fold
AΣ,C |σC−→ AΣ,C|σC

where C = UΣ(A) and foldAΣ,C is the unique ΣC-homomorphism from µΣC to AΣ,C .
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Let Σ(B) be destructive and νΣB be the final ΣB-algebra.

UΣ has a right adjoint RΣ′ : AlgΣ → AlgΣ′:

RΣ′(B) is the σB-reduct of νΣB and called the cofree Σ′-algebra over B.

The co-unit ε : UΣRΣ′ → Id is defined as follows: For all b ∈ B, εB(b) = b.

The unit η : Id → RΣ′UΣ is defined as follows: For all Σ′-algebras A,

A
ηA−→ RΣ′(C) = AΣ,C|σC

unfold
AΣ,C |σC−→ νΣC|σC

where C = UΣ(A) and unfoldAΣ,C is the unique ΣB-homomorphism from AΣ,C to νΣB.
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Constructor-destructor transformations

From constructors to destructors

Let Σ = (S,BS, F, P ) be a constructive signature and A be the initial Σ-algebra.

By Lambek’s Lemma, the initial HΣ-algebra

α = {αs : HΣ(A)s
[fA]f :e→s∈F−→ As | s ∈ S}

(see Constructive-signature functors) is an isomorphism in SetS. Hence there are the
HΣ-coalgebra

{α−1
s : As

dAs−→ HΣ(A)s | s ∈ S},
which corresponds to a coΣ-algebra where

coΣ = (S, {ds : s→
∐

f :e→s∈F

e | s ∈ S}, P )

is a destructive signature and for all f : e→ s, dAs ◦ fA = ιf .
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Suppose that Σ is flat (see Constructive-signature functors). Then coΣ is also flat –
provided that we regard the (finite-product) domains of the function symbols of F as
additional sorts and their projections as additional destructors, i.e.,

coΣ = ( S ∪ S ′,
{ds : s→

∐
f :e→s∈F e | s ∈ S} ∪

{πi : e→ ei | e = e1 × · · · × en ∈ S ′, 1 ≤ i ≤ n},
P )

where S ′ = {e | f : e→ s ∈ F}.

Hence the elements of the final coΣ-algebra can be represented as ground coΣ-coterms,
i.e., (equivalence classes of) finitely branching trees of finite or infinite depth whose edges
are labelled with function symbols of coΣ.

221 of 373



�� ��Constructor-destructor transformations

*

ds0,f0

π1 π2

ds1,f1

π1 π2

ds3,f3

ds6,f6

ds4,f4

π1 π2

b0

ds7,f7π1 π2

ds9,f9

ds2,f2

ds5,f5

π2π1

b1 *

ds8,f8

π1 π2

b2

π3

Figure 1. A ground coΣ-coterm t
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These trees are in one-to-one correspondence with ground Σ-terms, i.e., trees whose nodes
are labelled with function symbols of Σ.

f1

f3

f7f6

f5f4

f8

f9

f0

f2

b0

b1

*

* b2

Figure 2. The unique infinite Σ-term obtained from t

Since infinite trees can be formalized as completions of infinite sequences of finite terms,
this observation illustrates the following well-known result:
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The final coΣ-algebra is a completion of the initial Σ-algebra (see [12], Thm. 3.2; [4],
Prop. IV.2). o

Instead of presenting infinite terms as infinite sequences of finite terms we define the set
of finite or infinite (ground) Σ-terms directly as follows:

Ground Σ-terms

Let T be the greatest FT(S,BS)-sorted set of partial functions

t : N∗ → F ∪ {word, bag, set} ∪
⋃

BS

such that

• for all X ∈ BS, TX = X ,
• for all s ∈ S, if t ∈ Ts, then there is f : e1 × · · · × en → s ∈ F such that t(ε) = f ,
for all 0 ≤ i < n, t(wi) ∈ Tei and for all i ≥ n, t(wi) is undefined,
• for all collection types c(s) ∈ FT(S,BS), if t ∈ Tc(s), then there is n ∈ N such that
t(ε) = c, for all 0 ≤ i < n, t(wi) ∈ Ts and for all i ≥ n, t(wi) is undefined.
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Let ∼ be the greatest equivalence relation on T such that for all e ∈ FT(S,BS), t, u ∈ Te
and the lists t1, . . . , tm and u1, . . . , un of maximal proper subtrees of t resp. u, t ∼ u

implies

• e ∈ S ∪BS, m = n and for all 1 ≤ i ≤ n, ti ∼ ui, or
• e is a word type, m = n and for all 1 ≤ i ≤ n, ti ∼ ui, or
• e is a bag type, m = n and there is a bijection h on {1, . . . , n} such that for all

1 ≤ i ≤ n, ti ∼ uh(i), or
• e is a set type, for all 1 ≤ i ≤ m there is 1 ≤ j ≤ n with ti ∼ uj and for all 1 ≤ j ≤ n

there is 1 ≤ i ≤ n with ti ∼ uj.

The elements of CTΣ = T/∼ are called ground Σ-terms.

Of course, finite ground Σ-terms, which represent the elements of the initial Σ-algebra
µΣ (see The initial model of a flat constructive signature), can be embedded into CTΣ:

Let h : µΣ→ CTΣ be defined as follows: For all f : e→ s ∈ F and (t1, . . . , tn) ∈ µΣe,

h(f (t1, . . . , tn)) = fCTΣ(h(t1), . . . , h(tn)).

h is a Σ-monomorphism. Hence we write f (t1, . . . , tn) for fCTΣ(t1, . . . , tn).
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Suppose that for all s ∈ S, F contains the constructor ⊥s : 1→ s. For all t ∈ CTΣ,

def (t) = {w ∈ N∗ | t(w) is defined, t(w) 6= ⊥}.

v ∈ def (t) is the root position of the subtree λw.t(vw) of t.

t is finite resp. infinite if def (t) is finite resp. infinite.

A Σ-algebra A is ω-continuous if its carriers are ω-complete posets and if for all f ∈ F ,
fA is ω-continuous (see CPOs, lattices and fixpoints).

ωAlgΣ denotes the subcategory of AlgΣ that consists of all ω-continuous Σ-algebras as
objects and all ω-continuous Σ-homomorphisms between them.

CTΣ is initial in ωAlgΣ. ([23], Thm. 4.8)

Proof. A partial order on CTΣ is defined as follows: For all s ∈ S and t, u ∈ CTΣ,s,

t ≤ u ⇔def ∀ w ∈ def (t) : t(w ) 6= ⊥ ⇒ t(w ) = u(w ).
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The Σ-tree Ωs with

t(w) =def

{
⊥s if w = ε,
undefined otherwise,

is the least element of CTΣ,s w.r.t. ≤.

Every ω-chain {ti | i ∈ N} of Σ-trees has a supremum: For all w ∈ N∗,

(ti∈Nti)(w) =def


ti(w) if ∃ i ∈ N : w ∈ def (ti) ∧ ti(w ) 6= ⊥,
⊥ if ∃ i ∈ N : w ∈ def (ti) ∧ ∀ k ≥ i : tk(w ) = ⊥,
undefined otherwise.

Hence CTΣ is an ω-CPO.

For all f : e→ s ∈ F , (t1, . . . , tn) ∈ CTΣ,e and w ∈ N∗,

fCTΣ(t1, . . . , tn)(w) =def

{
f if w = ε,

ti(v) if w = (i− 1)v.
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fCTΣ is ω-continuous: Let e = e1 × · · · × en. For all 1 ≤ i ≤ n, let {ti,k | k ∈ N} be an
ω-chain of Σ-trees of type ei. Then for all w ∈ N∗,

fCTΣ(tk∈Nt1,k, . . . ,tk∈Ntn,k)(w) =

{
f if w = ε

(tk∈Nti,k)(v) if w = iv

}

= tk∈N

{
f if w = ε

ti,k(v) if w = iv

}
= tk∈Nf

CTΣ(t1,k, . . . , tn,k)(w).

For the initiality of CTΣ in ωAlgΣ, consult [23], Thm. 4.15; [12], Thm. 3.2; or [4], Prop.
IV.2. o

For all t ∈ CTΣ and n ∈ N, t|n denotes the restriction of t to positions of length less
than n: For all w ∈ N∗,

(t|n)(w) =def


t(w) falls |w| < n,

t(w) falls |w| = n ∧ t(w) ∈ ∪BS,
⊥ falls |w| = n ∧ t(w) ∈ F ∪ {word, bag, set},
undefined otherwise.

Hence def (t |n) is finite and t = tn∈Nt|n.
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Completion Theorem

Let A be an ω-CPO and f : TΣ → A be monotone. Then

g : CTΣ → A

t 7→

{
f (t) falls def (t) endlich ist
tn∈Nf (t|n) sonst

is ω-continuous. g is Σ-homomorphic if A is an ω-continuous Σ-algebra and f is Σ-
homomorphic.

Proof. See the proof of [23], Thm. 4.8. o

For all ω-continuous Σ-algebras A, foldAω denotes the unique ω-continuous Σ-homo-
morphism from CTΣ to A. For all t ∈ CTΣ,

foldAω (t) = tn∈NfoldA(t|n).

Hence by the Completion Theorem, foldAω is ω-continuous.
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CTΣ is a coΣ-algebra: For all s ∈ S and t = f (t1, . . . , tn) ∈ CTΣ,s,

dCTΣ
s (t) =def ((t1, . . . , tn), f ).

CTΣ is final in AlgcoΣ.

Proof.

Let A be a coΣ-algebra. An S-sorted function unfoldA : A→ CTΣ is defined as follows:
For all s ∈ S, a ∈ As, i ∈ N and w ∈ N∗, dAs (a) = ((a1, . . . , an), f ) implies

unfoldA(a)(ε) = f,

unfoldA(a)(iw) =

{
unfoldA(ai+1)(w) if 0 ≤ i < n,

undefined otherwise.

unfoldA(a) is represented by the tree whose root is labelled with f and whose subterms
are given by unfoldA(a1), . . . , unfoldA(an).

unfoldA is coΣ-homomorphic: Let s ∈ S, a ∈ As and dAs (a) = ((a1, . . . , an), f ). Then

d
CTΣ
s (unfoldA(a)) = d

CTΣ
s (f (unfoldA(a1), . . . , unfoldA(an)))

= ((unfoldA(a1), . . . , unfoldA(an)), f ) = unfoldA((a1, . . . , an), f ) = unfoldA(dAs (a)).
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Let h : A→ CTΣ be a coΣ-homomorphism. Then

d
CTΣ
s (h(a)) = h(dAs (a)) = h((a1, . . . , an), f ) = ((h(a1), . . . , h(an)), f )

= d
CTΣ
s (f (h(a1), . . . , h(an)))

and thus h(a) = f (h(a1), . . . , h(an)) because dCTΣ
s is injective. We conclude that h agrees

with unfoldA. o

Hence there is a coΣ-isomorphism

h : CTΣ
∼−→ νcoΣ

(see The final model of a flat destructive signature). h decomposes Σ-terms:

For all s ∈ S and t = f (t1, . . . , tn) ∈ CTΣ,s,

h(t)(ds) = dνcoΣs (h(t)) = h(d
CTΣ
s (t)) = h((t1, . . . , tn), f ) = (h(t1), . . . , h(tn), f ).

For instance, the coΣ-coterm shown in Figure 1 is the h-image of the Σ-term shown in
Figure 2.
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From destructors to constructors

Let Σ = (S,BS, F, P ) be a destructive signature and A be the final Σ-algebra.

By Lambek’s Lemma, the final HΣ-coalgebra

α = {αs : As

〈fA〉f :e→s∈F−→ HΣ(A)s | s ∈ S}

(see Destructive-signature functors) is an isomorphism in SetS. Hence there are the
HΣ-algebra

{α−1
s : HΣ(A)s

cAs−→ As | s ∈ S},
which corresponds to a coΣ-algebra where

coΣ = (S, {cs :
∏

f :s→e∈F

e→ s | s ∈ S}, P )

is a constructive signature and for all f : s→ e, fA ◦ cAs = πf .
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Suppose that Σ is flat (see Destructive-signature functors). Then coΣ is also flat –
provided that we regard the (finite-coproduct) ranges of the function symbols of F as
additional sorts and their injections as additional constructors, i.e.,

coΣ = ( S ∪ S ′,
{cs :

∏
f :s→e∈F e→ s | s ∈ S} ∪

{ιi : ei → e→ | e = e1 + · · · + en ∈ S ′, 1 ≤ i ≤ n},
P )

where S ′ = {e | f : s→ e ∈ F}.

Hence the elements of the initial coΣ-algebra can be represented as finite ground coΣ-
terms, i.e., (equivalence classes of) finitely branching trees of finite depth whose nodes
are labelled with function symbols of coΣ.
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ιf2,i2

*

cs0

cs1

ιf1,i1

cs3

ιf3,i3

cs4

ιf4,i4

ιf6,i6

cs2

ιf5,i5

ιf9,i9

b3

cs5

b0 ιf7,i7

b1 b4

b2 ιf8,i8

Figure 3. A finite ground coΣ-term t
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These trees are in one-to-one correspondence with finite ground Σ-coterms, i.e., finite
trees whose nodes are labelled with function symbols of Σ.

* b3b0 b1 b4

f1,i1 f2,i2

f3,i3 f4,i4

f10

f5,i5

b2

f6,i6 f7,i7 f11 f8,i8 f9,i9

Figure 4. The unique Σ-coterm obtained from t
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µcoΣ is a Σ-algebra: For all s ∈ S, t = cs(ιf1,i1(t1), . . . , ιfn,in(tn)) ∈ µcoΣs and 1 ≤ k ≤ n,

fµcoΣk (t) =def ιfk,ik(tk).

Since νΣ is final in AlgΣ, there is a coΣ-homomorphism

h : µcoΣ→ νΣ.

h decomposes Σ-coterms:

For all s ∈ S, t = cs(ιf1,i1(t1), . . . , ιfn,in(tn)) ∈ µcoΣs and 1 ≤ k ≤ n,

h(t)(fk) = f νΣ
k (h(t)) = h(fµcoΣk (t)) = h(ιfk,ik(tk)) = ιfk,ik(h(tk)).

img(h) consists of all finite ground Σ-coterms.

For instance, the Σ-coterm shown in Figure 4 is the h-image of the coΣ-term shown in
Figure 3.
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Recursive Σ-equations

Let Σ = (S,BS, F, P ) be a flat constructive signature and V be an S-sorted set of
variables. An S-sorted function

E : V → TΣ(V )

is called a system of recursive Σ-equations (see Constructive-signature functors).

E is ideal if for all x ∈ V E(x) 6∈ V .

Let A be a Σ-algebra. E induces the step function

EA : AV → AV

g 7→ g∗ ◦ E

(see Term adjunction). A solution of E in A is a fixpoint of EA.

By Lemma EVAL, for all g ∈ AV and Σ-homomorphisms h : A→ B,

h ◦ EA(g) = EB(h ◦ g). (1)

Let A be ω-continuous. Then the partial orders, least elements and suprema of A are
lifted to AV as usually, i.e., AV is ω-CPO. By [23], Prop. 4.13, EA is ω-continuous.

237 of 373



�� ��Constructor-destructor transformations

Hence by Kleene’s Fixpoint Theorem (1),

lfp(EA) =def tn∈N E
n
A(λx.⊥A) (2)

is the least solution of E in A.

For all ω-continuous Σ-homomorphisms h : A→ B,

h ◦ lfp(EA) = lfp(EB). (3)

Proof. By (1) and since h(⊥A) = ⊥B, one obtains

h ◦ En
A(λx.⊥A) = En

B(λx.⊥B)

for all n ∈ N by induction on n. Hence (3) holds true because h is ω-continuous. o

Solution Theorem

Every ideal system E : V → TΣ(V ) of recursive Σ-equations has a unique solution in
CTΣ.
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Proof. Let g : V → CTΣ be a solution of E in CTΣ. Then

lfp(ECTΣ) ≤ g. (4)

Let n ∈ N. By induction on n, it can be shown that for all x ∈ V and w ∈ Nn,

w ∈ def (g(x )) implies w ∈ def (E n+1
CTΣ

(Ω)(x ))

(see [50], Satz 17). Hence by (2),

w ∈ def (g(x )) implies w ∈ def (tn∈NE n
CTΣ

(Ω)(x )) = def (lfp(ECTΣ )(x ))

and thus by (4), def (g(x )) = def (lfp(ECTΣ )(x )). Consequently, (4) implies g = lfp(ECTΣ).
o

TΣ(V ) is a coΣ-algebra:

• For all x ∈ V , E(x) = f (t1, . . . , tn) implies dTΣ(V )
s (x) = ((t1, . . . , tn), f ).

• For all f : e→ s ∈ F and (t1, . . . , tn) ∈ TΣ(V )e,
d
TΣ(X)
s (f (t1, . . . , tn)) = ((t1, . . . , tn), f ).

The Solution Theorem can also be concluded from the facts that CTΣ and TΣ(V ) are
coΣ-algebras and CTΣ is the final one:
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Lemma COSOL

Let h : V → CTΣ be an S-sorted function. h∗ : TΣ(V ) → CTΣ is coΣ-homomorphic iff
h is a solution of E in CTΣ.

Proof.

“⇒”: Let h∗ be coΣ-homomorphic, s ∈ S, x ∈ Vs and E(x) = f (t1, . . . , tn). Then

d
CTΣ
s (ECTΣ(h)(x)) = d

CTΣ
s (h∗(E(x))) = d

CTΣ
s (h∗(f (t1, . . . , tn)))

= d
CTΣ
s (f (h∗(t1), . . . , h∗(tn))) = ((h∗(t1), . . . , h∗(tn)), f ) = h∗((t1, . . . , tn), f )

= h∗(d
TΣ(V )
s (x)) = d

CTΣ
s (h(x)).

(5)

Hence {(ECTΣ(h)(x), h(x))}∪∆CTΣ is a coΣ-congruence and thus we concludeECTΣ(h)(x) =

h(x) by algebraic coinduction because CTΣ is final in AlgcoΣ. Hence h is a solution of E
in CTΣ.

“⇐”: Let h be a solution of E in CTΣ. Then for all x ∈ V , ECTΣ(h)(x) = h(x) and thus
d
CTΣ
s (ECTΣ(h)(x)) = d

CTΣ
s (h(x)). Hence by re-arranging the equations of (5), one obtains

h∗(dTΣ(V )
s (x)) = dCTΣ

s (h(x)). (6)
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Moreover, for all f : e→ s ∈ F and (t1, . . . , tn) ∈ TΣ,e,

h∗(d
TΣ(V )
s (f (t1, . . . , tn))) = h∗((t1, . . . , tn), f ) = ((h∗(t1), . . . , h∗(tn)), f )

= d
CTΣ
s (f (h∗(t1), . . . , h∗(tn))) = d

CTΣ
s (h∗(f (t1, . . . , tn)))

(7)

By (6) and (7), h∗ is coΣ-homomorphic. o

Since there is exactly one coΣ-homomorphism from TΣ(V ) to CTΣ, Lemma COSOL
implies that there is exactly one solution of E in CTΣ: If there were two solutions
g, h : V → CTΣ, then g∗ = h∗ and thus g = g∗ ◦ incV = h∗ ◦ incV = h. We conclude
that the Solution Theorem holds true.
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Recursion and corecursion

Let Σ = (S,BS, F, P ) be a constructive signature, µΣ be initial in AlgΣ,

K =
∏

s∈S Ks be a product category

and (L : SetS → K, R : K → SetS, η, ε) be an adjunction.

A K-morphism f : L(µΣ) → A is Σ-recursive if the kernel of f# : µΣ → R(A) is
compatible with F .

Lemma REC

f : L(µΣ) → A is Σ-recursive iff R(A) is a Σ-algebra and g# : µΣ → R(A) coincides
with foldR(A).

Proof. Lemma KER (1). o
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Let Σ = (S,BS, F, P ) be a destructive signature, νΣ be final in AlgΣ,

K =
∏

s∈S Ks be a product category

and (L : K → SetS, R : SetS → K, η, ε) be an adjunction.

A K-morphism f : A → R(νΣ) is Σ-corecursive if the image of f ∗ : L(A) → νΣ is
compatible with F .

Lemma COR

f : A → R(νΣ) is Σ-corecursive iff L(A) is a Σ-algebra and f ∗ : L(A) → νΣ coincides
with unfoldL(A).

Proof. Lemma IMG (1). o
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Conservative extensions

Let Σ = (S, F, P ) be a signature, Σ′ = (S ′, F ′, P ′) be a subsignature of Σ, AX be a set
Σ-formulas, AX ′ ⊆ AX be a set Σ′-formulas, A be a Σ-algebra and B = A|Σ′.

Alg=
Σ,AX denotes the full subcategory K of AlgΣ,AX such that for all equality predicates

=: e× e of P and A ∈ K, =A = ∆A. The objects of Alg=
Σ,AX are called Σ, AX-algebras

with equality.

Alg∈Σ,AX denotes the full subcategory K of AlgΣ,AX such that for all membership predi-
cates ∈: e of P and A ∈ K, ∈A = A. The objects of Alg∈Σ,AX are called Σ, AX-algebras
with membership.

Constructor extensions

Let Σ be constructive and µΣ and µΣ′ be initial in Alg=
Σ,AX resp. Alg=

Σ′,AX ′.

A is F ′-reachable (or F ′-generated) if foldB : µΣ′ → B is surjective.
A is F ′-consistent if foldB is injective.

(Σ, AX) is a conservative extension of (Σ′, AX ′) if µΣ is F ′-reachable and F ′-consistent,
i.e. if µΣ|Σ′ and µΣ′ are isomorphic.
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Intuitively,

A is F ′-reachable if each element of A is obtained by folding an element of µΣ′;

A is F ′-consistent if for each element a of A there is only one element of µΣ′ that folds
into a.

A is F ′-reachable iff img(foldB) = B. (1)

A is F ′-consistent iff ker(foldB) = ∆µΣ′.

Given a category K of Σ-algebras, the full subcategory of F -reachable objects of K is
denoted by gen(K).

Lemma REACH

Let A be initial in AlgΣ,AX .

A is F ′-reachable iff img(foldB) is a Σ-invariant.

Proof. “⇒”: Let A be F ′-reachable. Then img(foldB) = B = A and thus img(foldB) is
a Σ-invariant.
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“⇐”: Let img(foldB) be a Σ-invariant. By Lemma MAX (1), A is the least Σ-invariant
of A. Hence B = A ⊆ img(foldB) ⊆ B and thus by (1), A is F ′-reachable. o

Lemma CONEXT

Let µΣ′ be extendable to a (Σ, AX)-algebra C with equality. Then (Σ, AX) is a conser-
vative extension of (Σ′, AX ′).

Proof. Let foldC be the unique Σ-homomorphism from µΣ to C, A = µΣ/ker(foldC)

and B = A|Σ′. By Lemma KER (2), there is a unique Σ-monomorphism h : A→ C such
that (∗) commutes:

µΣ
foldC

�C

(∗)

A

h

�

nat
�
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By Lemma NAT (4), A satisfies AX . Hence A ∈ Alg=
Σ,AX and thus B ∈ Alg=

Σ′,AX ′. Let
foldB be the unique Σ′-homomorphism from µΣ′ to B.

µΣ′
foldB→ B

h|Σ′→ C|Σ′ = µΣ′

agrees with the identity on µΣ′ because µΣ′ is initial. Since idµΣ′ is epi, Lemma EPIMON
implies that h|Σ′ is also epi. We conclude that µΣ′ and B are Σ′-isomorphic and thus
(Σ, AX) is a conservative extension of (Σ′, AX ′). o

Destructor extensions

Let Σ be destructive and νΣ and νΣ′ be final in Alg∈Σ,AX resp. Alg∈Σ′,AX ′.

A is F ′-observable (or F ′-cogenerated) if unfoldB : B → νΣ′ is injective.
A is F ′-complete if unfoldB is surjective.

(Σ, AX) is a conservative extension of (Σ′, AX ′) and F \F ′ is derived from F if νΣ

is F ′-observable and F ′-complete, i.e. νΣ|Σ′ and νΣ′ are isomorphic.
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Intuitively,

A is F ′-observable if for each element a of A, all unfoldings of a in νΣ′ are the same;

A is F ′-complete if each element of νΣ′ is the unfolding of an element of A.

A is F ′-observable iff ker(unfoldB) = ∆B. (3)

A is F ′-complete iff img(unfoldB) = νΣ′.

Given a category K of Σ-algebras, the full subcategory of F -observable objects of K is
denoted by obs(K).

Lemma OBS

Let A be final in AlgΣ,AX .

A is F ′-observable iff ker(unfoldB) is a Σ-congruence.

Proof. “⇒”: Let A be F ′-observable. Then ker(unfoldB) = ∆B = ∆A and thus
ker(unfoldB) is a Σ-congruence.
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“⇐”: Let ker(unfoldB) be a Σ-congruence. By Lemma MIN (1), ∆A is the greatest
Σ-congruence on A. Hence ∆B ⊆ ker(unfoldB) ⊆ ∆A = ∆B and thus by (3), A is
F ′-observable. o

Lemma DESEXT

Let νΣ′ be extendable to a (Σ, AX)-algebra C with membership. Then (Σ, AX) is a
conservative extension of (Σ′, AX ′).

Proof. Let unfoldC be the unique Σ-homomorphism from C to νΣ, A = img(unfoldC)

and B = A|Σ′. By Lemma IMG (2), there is a unique Σ-epimorphism h : C → A such
that (∗) commutes:

C
unfoldC

� νΣ

(∗)

A

inc

�

h

�
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By Lemma INC (3), A satisfies AX . Hence A ∈ Alg∈Σ,AX and thus B ∈ Alg∈Σ′,AX ′. Let
unfoldB be the unique Σ′-homomorphism from B to µΣ′.

νΣ′ = C|Σ′
h|Σ′→ B

unfoldB→ νΣ′

agrees with the identity on νΣ′ because νΣ′ is final. Since idνΣ′ is mono, Lemma EPIMON
implies that h|Σ′ is also mono. We conclude that νΣ′ and B are Σ′-isomorphic and thus
(Σ, AX) is a conservative extension of (Σ′, AX ′). o
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Abstraction (under construction!)

Let Σ = (S, F, P ) be a constructive signature, Σ′ = (S, F, ∅) and µΣ′ be initial in AlgΣ′.

Lemma REFL

Let h : A→ B be a Σ-homomorphism that preserves all p : e ∈ P , i.e.,

pA = {a ∈ Ae | h(a) ∈ pB},

e =
∏

x∈V ex ∈ T(S,BS) and ϕ : e ∈ FoΣ be a negation-free Σ-formula.

If ϕ does not contain universal quantifiers, then

h(ϕA) ⊆ ϕB. (1)

If h is epi, then
h−1(ϕB) ⊆ ϕA. (2)
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Proof of (1) by induction on the size of ϕ.

Let p : e ∈ P , x ∈ Vs. W.l.o.g. we assume that r is unary.

f ∈ r(t)A ⇔ tA(f ) ∈ rA ⇔ tB(h ◦ f )
Lemma EVAL

= h(tA(f )) ∈ rB ⇔ h ◦ f ∈ r(t)B.
f ∈ (ϕ ∧ ψ)A = ϕA ∩ ψA i.h.⇒ h ◦ f ∈ ϕB ∩ ψB = (ϕ ∧ ψ)B.

f ∈ (ϕ ∨ ψ)A = ϕA ∪ ψA i.h.⇒ h ◦ f ∈ ϕB ∪ ψB = (ϕ ∨ ψ)B.

f ∈ (∃xϕ)A ⇔ ∃ a ∈ As : upd(f, x, a) ∈ ϕA
i.h.⇒ ∃ a ∈ As : upd(h ◦ f, x, h(a)) = h ◦ upd(f, x, a) ∈ ϕB

⇒ ∃ b ∈ Bs : upd(h ◦ f, x, b) ∈ ϕB ⇔ h ◦ f ∈ (∃xϕ)B.
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Proof of (2) by induction on the size of ϕ.

Let r ∈ R, s ∈ S and x ∈ Vs. W.l.o.g. we assume that r is unary.

h ◦ f ∈ r(t)B ⇔ h(tA(f ))
Lemma EVAL

= tB(h ◦ f ) ∈ rB ⇔ tA(f ) ∈ rA ⇔ f ∈ r(t)A.
h ◦ f ∈ (ϕ ∧ ψ)B = ϕB ∩ ψB i.h.⇒ f ∈ ϕA ∩ ψA = (ϕ ∧ ψ)A.

h ◦ f ∈ (ϕ ∨ ψ)B = ϕB ∪ ψB i.h.⇒ f ∈ ϕA ∪ ψA = (ϕ ∨ ψ)A.

h ◦ f ∈ (∃xϕ)B ⇔ ∃ b ∈ Bs : upd(h ◦ f, x, b) ∈ ϕB
h epi⇒ ∃ a ∈ As : h ◦ upd(f, x, a) = upd(h ◦ f, x, h(a)) ∈ ϕB
i.h.⇒ ∃ a ∈ As : upd(f, x, a) ∈ ϕA ⇔ f ∈ (∃xϕ)A.

h ◦ f ∈ (∀xϕ)B ⇔ ∀ b ∈ Bs : upd(h ◦ f, x, b) ∈ ϕB

⇒ ∀ a ∈ As : h ◦ upd(f, x, a) = upd(h ◦ f, x, h(a)) ∈ ϕB
i.h.⇒ ∀ a ∈ As : upd(f, x, a) ∈ ϕA ⇔ f ∈ (∀xϕ)A. o
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Abstraction with a least congruence

Let AX consist of ∀-free Horn clauses such that for all A ∈ AlgΣ,AX , =A is a Σ-
congruence, and C = lfp(µΣ′,Σ, AX).

Then ∼ = =C is the least Σ-congruence on µΣ′.

Let K = Alg=
Σ,AX . By Lemma NAT, C/∼ ∈ K.

Let A ∈ K. We define B ∈ AlgΣ as the foldA-pre-image of the interpretation of R in A,
i.e., for all r : w ∈ R,

rB =def {b ∈ µΣ′w | foldA(b) ∈ rA}.

Use induction on N and Kleene’s Fixpoint Theorem (or transfinite induction and Zer-
melo’s Fixpoint Theorem ????) to show that foldA extends to a Σ-homomorphism!
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B satisfies AX and thus B ∈ AlgΣ,AX .

Proof. Let ϕ = (r(t1, . . . , tn)⇐ ψ) ∈ AX and g ∈ ψB. By Lemma REFL (1), foldA◦g ∈
ψA. Since A satisfies ϕ, foldA ◦ g ∈ r(t1, . . . , tn)A, i.e.,

(foldA(tB1 (g)), . . . , foldA(tBn (g)))
Lemma EVAL

= (tA1 (foldA ◦ g), . . . , tAn (foldA ◦ g)) ∈ rA.

Hence (tB1 (g), . . . , tBn (g)) ∈ rB and thus g ∈ r(t1, . . . , tn)B. o

Theorem ABSINI C/∼ is initial in K.

Proof. Since C is the least D ∈ AlgΣ,AX with D|Σ′ = µΣ′, we obtain C ≤ B. In
particular,

∼ = =C ⊆ =B = {(t, u) ∈ (µΣ′)2 | foldA(t) =A foldA(u)}
= ker(foldA)

because =A = ∆A. Hence h : C/∼→ A is well-defined by h ◦ nat∼ = foldA ◦ idµΣ′.
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nat∼�C/∼

B

idµΣ′

g

foldA
�A

h

g

Since nat∼ is epi and predicate preserving and foldA ◦ idµΣ′ is Σ-homomorphic, Lemma
EMH (1) implies that h is also Σ-homomorphic.

Let h′ be any Σ-homomorphism from C/∼ to A. Since B|BΣ = BA is initial in AlgΣ,
h′ ◦ nat∼ = h ◦ nat∼ and thus h′ = h because nat∼ is epi. o
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Abstraction with a greatest congruence

Let AX consist of co-Horn clauses such that for all A ∈ AlgΣ,AX , =A is a Σ-congruence,
C = gfp(µΣ′,Σ, AX) and ∼ = =C be a Σ-congruence on µΣ′. Hence C ∈
gen(AlgΣ,AX).

Let K = gen(Alg=
Σ,AX). By Lemma NAT, C/∼ ∈ K.

Let A ∈ K. We define B ∈ AlgΣ as the foldA-pre-image of the interpretation of R in A,
i.e., for all r : w ∈ R,

rB =def {b ∈ µΣ′w | foldA(b) ∈ rA}.

Use induction on N and Kleene’s Fixpoint Theorem (or transfinite induction and Zer-
melo’s Fixpoint Theorem ????) to show that foldA extends to a Σ-homomorphism!
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B satisfies AX and thus B ∈ gen(AlgΣ,AX).

Proof. Let r ∈ R, ϕ = (r(t1, . . . , tn) ⇒ ψ) ∈ AX and g ∈ r(t1, . . . , tn)B. Hence
(tB1 (g), . . . , tBn (g)) ∈ rB and thus

(tA1 (foldA ◦ g), . . . , tAn (foldA ◦ g))
Lemma EVAL

= (foldA(tB1 (g)), . . . , foldA(tBn (g))) ∈ rA.

Hence foldA ◦ g ∈ r(t1, . . . , tn)A. Since A satisfies ϕ, foldA ◦ g ∈ ψA. Since A is Σ-
reachable, foldA is epi and thus Lemma REFL (2) implies g ∈ ψB. o

Theorem ABSFIN C/∼ is final in gen(Alg=
Σ,AX).

Proof. Since C is the greatest D ∈ AlgΣ,AX with D|BΣ = µΣ′, we obtain
B ≤ C. In particular,

ker(foldA) = {(t, u) ∈ (µΣ′)2 | foldA(t) =A foldA(u)} = =B ⊆ =C = ∼

because =A = ∆A.

Hence for all t, u ∈ µΣ′, foldA(t) = foldA(u) implies t ∼ u. Since A is Σ-reachable, foldA

is epi and thus for all a ∈ A there is t ∈ µΣ′ with foldA(t) = a.

258 of 373



�� ��Abstraction

Hence h : A→ C/∼ is well-defined by h ◦ foldA = nat∼ ◦ idµΣ′.

B
foldA

�A

C

idµΣ′

g

nat∼
�C/∼

h

g

Since foldA is epi and predicate preserving and nat∼ ◦ idµΣ′ is Σ-homomorphic, Lemma
EMH (1) implies that h is also ΣBA′-homomorphic.

Let h′ be any Σ-homomorphism from A to C/∼. Since B|BΣ = νΣ′ is initial in AlgΣ,
h′ ◦ foldA = h ◦ foldA and thus h′ = h because foldA is epi. o
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Restriction (under construction!)

Let Σ = (S, F, P ) be a destructive signature, Σ′ = (S, F, ∅) and νΣ′ be final in AlgΣ′.

Lemma PRES

Let h : A→ B be a Σ-homomorphism that preserves all p ∈ P , i.e.,

pB = h(pA)

and ϕ be a negation-free Σ-formula.

If ϕ does not contain universal quantifiers, then

f ∈ ϕA implies h ◦ f ∈ ϕB. (3)

If h is mono and for all atomic subformulas r(t1, . . . , tn) of ϕ, t1, . . . , tn are variables,
then

g ∈ ϕB implies ∃ f ∈ ϕA : h ◦ f =free(ϕ) g. (4)
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Proof of (3) by induction on the size of ϕ.

Let r ∈ R, s ∈ S and x ∈ Vs. W.l.o.g. we assume that r is unary.

f ∈ r(t)A ⇔ tA(f ) ∈ rA ⇔ tB(h ◦ f )
Lemma EVAL

= h(tA(f )) ∈ rB ⇔ h ◦ f ∈ r(t)B.
f ∈ (ϕ ∧ ψ)A = ϕA ∩ ψA i.h.⇒ h ◦ f ∈ ϕB ∩ ψB = (ϕ ∧ ψ)B.

f ∈ (ϕ ∨ ψ)A = ϕA ∪ ψA i.h.⇒ h ◦ f ∈ ϕB ∪ ψB = (ϕ ∨ ψ)B.

f ∈ (∃xϕ)A ⇔ ∃ a ∈ As : upd(f, x, a) ∈ ϕA
i.h.⇒ ∃ a ∈ As : upd(h ◦ f, x, h(a)) = h ◦ upd(f, x, a) ∈ ϕB

⇒ ∃ b ∈ Bs : upd(h ◦ f, x, b) ∈ ϕB ⇔ h ◦ f ∈ (∃xϕ)B.
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Proof of (4) by induction on the size of ϕ.
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Let r ∈ R, s ∈ S and x ∈ Vs. W.l.o.g. we assume that r is unary.

g ∈ r(z)B ⇔ g(z) ∈ rB ⇔ ∃ a ∈ rA : h(a) = g(z)

⇔ ∃ f ∈ AX : f (z) ∈ rA ∧ h ◦ f ={z} g ⇔ ∃ f ∈ r(z)A : h ◦ f =free(r(z )) g.

g ∈ (ϕ ∧ ψ)B = ϕB ∩ ψB i.h.⇒ ∃ f ∈ ϕA : h ◦ f =free(ϕ) g ∧ ∃ f ′ ∈ ψA : h ◦ f ′ =free(ψ) g
h mono⇒ ∃ f ∈ ϕA ∩ ψA : h ◦ f =free(ϕ)∪free(ψ) g

⇔ ∃ f ∈ (ϕ ∧ ψ)A : h ◦ f =free(ϕ∧ψ) g.

g ∈ (ϕ ∨ ψ)B
analogously⇒ ∃ f ∈ (ϕ ∨ ψ)A : h ◦ f = g.

g ∈ (∃xϕ)B ⇔ ∃ b ∈ Bs : upd(g, x, b) ∈ ϕB
i.h.⇒ ∃ b ∈ Bs : ∃ f ∈ ϕA : h ◦ f =free(ϕ) upd(g, x, b)

⇒ ∃ f ∈ AX : ∃ a ∈ As : upd(f, x, a) ∈ ϕA ∧ h ◦ f =free(ϕ)\{x} g

⇒ ∃ f ∈ (∃xϕ)A : h ◦ f =free(∃xϕ) g.

g ∈ (∀xϕ)B ⇔ ∀ b ∈ Bs : upd(g, x, b) ∈ ϕB
i.h.⇒ ∀ b ∈ Bs : ∃ f ∈ ϕA : h ◦ f =free(ϕ) upd(g, x, b)

h mono⇒ ∃ f ∈ AX : ∀ a ∈ As : upd(f, x, a) ∈ ϕA ∧ h ◦ f =free(ϕ)\{x} g

⇒ ∃ f ∈ (∀xϕ)A : h ◦ f =free(∀xϕ) g. o
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Restriction with a greatest invariant

Let AX consist of co-Horn clauses r(t1, . . . , tn) ⇒ ψ such that for all A ∈ AlgΣ,AX ,
∈A is a Σ-invariant, t1, . . . , tn are variables, free(ψ) ⊆ {t1 , . . . , tn} and ψ is ∀-free and
membership compatible. Let C = gfp(νΣ′,Σ, AX). Then inv =∈C is the greatest Σ-
invariant of νΣ′.

Let K = Alg∈Σ,AX . By Lemma INC, inv ∈ K.

Let A ∈ K. We define B ∈ AlgΣ as the unfoldA-image of the interpretation of R in A,
i.e., for all r ∈ R,

rB =def unfoldA(rA).

Use induction on N and Kleene’s Fixpoint Theorem (or transfinite induction and Zer-
melo’s Fixpoint Theorem ????) to show that unfoldA extends to a Σ-homomorphism!

B satisfies AX and thus B ∈ AlgΣ,AX .

Proof. W.l.o.g. let ϕ = (r(x1, . . . , xn)⇒ ψ) ∈ AX and g ∈ r(x1, . . . , xn)B. Hence
(g(x1), . . . g(xn)) ∈ rB and thus (f (x1), . . . , f (xn)) ∈ rA and unfoldA ◦ f ={x1,...,xn} g for
some f ∈ AX . Hence f ∈ ψA because A satisfies ϕ, and thus by Lemma PRES (1),
unfoldA ◦ f ∈ ψB. Therefore, free(ψ) ⊆ {x1 , . . . , xn} implies g ∈ ψB. o
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Theorem RESFIN inv is final in K.

Proof. Since C is the greatest D ∈ AlgΣ,AX with D|Σ′ = νΣ′, we obtain B ≤ C. In
particular,

img(unfoldA) = {unfoldA(a) | a ∈ A} = {unfoldA(a) | a ∈ ∈A}
= ∈B ⊆ ∈C = inv

because ∈A= A. Hence h : A→ inv is well-defined by inc ◦ h = idνΣ′ ◦ unfoldA.

inv
inc

�C

A

h

f

unfoldA
�B

idνΣ′

f

Since inc is mono and predicate preserving and idνΣ′◦unfoldA is Σ-homomorphic, Lemma
EMH (2) implies that h is also Σ-homomorphic.

Let h′ be any Σ-homomorphism from A to inv. Since B|Σ′ = νΣ′ is final in AlgΣ,
inc ◦ h′ = inc ◦ h and thus h′ = h because inc is mono. o
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Restriction with a least invariant

Let AX consist of Horn clauses r(t1, . . . , tn)⇐ ψ such that for all A ∈ AlgΣ,AX , ∈A is a
Σ-invariant, free(r (t1 , . . . , tn)) ⊆ free(ψ), ψ is membership compatible and for all atomic
subformulas p(u1, . . . , um) of ψ, u1, . . . , um are variables. Let C = lfp(νΣ′,Σ, AX) and
inv =∈C be a Σ-invariant of νΣ′. Hence C ∈ obs(AlgΣ,AX).

Let K = obs(Alg∈Σ,AX). By Lemma INC, inv ∈ K.

Let A ∈ K. We define B ∈ AlgΣ as the unfoldA-image of the interpretation of R in A,
i.e., for all r ∈ R,

rB =def unfoldA(rA).

Use induction on N and Kleene’s Fixpoint Theorem (or transfinite induction and Zer-
melo’s Fixpoint Theorem ????) to show that unfoldA extends to a Σ-homomorphism!
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B satisfies AX and thus B ∈ obs(AlgΣ,AX).

Proof. Let ϕ = (r(t1, . . . , tn)⇐ ψ) ∈ AX and g ∈ ψB. Since A is Σ-observable, unfoldA

is mono and thus Lemma PRES (2) implies g =free(ψ) unfoldA ◦f for some f ∈ ψA. Since
A satisfies ϕ, f ∈ r(t1, . . . , tn)A and thus (tA1 (f ), . . . , tAn (f )) ∈ rA. Hence

(tB1 (unfoldA ◦ f ), . . . , tBn (unfoldA ◦ f ))
Lemma EVAL

= (unfoldA(tA1 (f )), . . . , unfoldA(tAn (f ))) ∈ rB

and thus unfoldA ◦ f ∈ r(t1, . . . , tn)B. Therefore, free(r (t1 , . . . , tn)) ⊆ free(ψ) implies
g ∈ r(t1, . . . , tn)B. o

Theorem RESINI inv is initial in obs(Alg∈Σ,AX).

Proof. Since C is the least D ∈ AlgΣ,AX with D|Σ′ = νΣ′, we obtain C ≤ B.
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In particular,

inv = ∈C ⊆ ∈B = {unfoldA(a) | a ∈ ∈A} = {unfoldA(a) | a ∈ A}
= img(unfoldA) (∗)

because ∈A = A. Since A is Σ-observable, unfoldA is mono and thus for all a, b ∈ A,
unfoldA(a) = unfoldA(b) implies a = b. Hence by (∗), h : inv → A with h(b) =

(unfoldA)−1(b) for all b ∈ inv is well-defined. Therefore, unfoldA ◦ h = idνΣ′ ◦ inc.

A
unfoldA

�B

inv

h

f

inc
�C

idνΣ′

f

Since unfoldA is mono and predicate preserving and idνΣ′◦inc is Σ-homomorphic, Lemma
EMH (2) implies that h is also Σ-homomorphic.

Let h′ be any Σ-homomorphism from inv to A. Since B|BΣ = BA is final in AlgΣ,
unfoldA ◦ h′ = unfoldA ◦ h and thus h′ = h because unfoldA is mono. o
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Definitions by co/recursion, extension, abstraction or restriction

Notational conventions

Let Σ = (S,BS, F, P ) is a constructive resp. destructive signature.

µΣ resp. νΣ denotes the initial resp. final object of AlgΣ.

We simply write f for the interpretation of f ∈ F in µΣ resp. νΣ.

The only argument of a function with domain 1 is omitted.
For instance, 0 stands for 0(∗), nil stands for nil(∗).
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Natural numbers

S = {nat},
F = {zero : 1→ nat, succ : nat→ nat},
F ′ = {pred : nat→ 1 + nat},

Nat = (S, F, ∅),
coNat = (S, F ′, ∅).

• For all A ∈ SetS, HNat(A)nat = HcoNat(A)nat = 1 + Anat.
• µNatnat ∼= N.
• zero = 0 and for all n ∈ N, succ(n) = n + 1.
• νcoNatnat ∼= N′ =def N ∪ {∞}.

• For all n ∈ N′, pred(n) =


∗ if n = 0,

n− 1 if n > 0,

∞ if n =∞.

270 of 373
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1.1 Recursion and currying: Addition on N

The function plus : N× N→ N satisfies the equations

plus(zero, n) = n (1)
plus(succ(m), n) = succ(plus(m,n)) (2)

Define K = Set and for all A ∈ Set, L(A)nat = Anat × N and R(A)nat = AN
nat.

By (2), the kernel of plus# : N→ NN is compatible with succ:

plus#(m) = plus#(n)

⇒ plus#(succ(m)) = λi.plus(succ(m), i) = λi.succ(plus(m, i)) = λi.succ(plus#(m)(i))

= λi.succ(plus#(n)(i)) = λi.succ(plus(n, i)) = λi.plus(succ(n), i) = plus#(succ(n)).

Hence plus is Nat -recursive and thus by Lemma REC, plus# agrees with foldNN
where

0NN
= λn.n,

succNN
= λf.λn.(f (n) + 1).
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The validity of (1) and (2) is equivalent to the commutativity of (3):

1 + N
[0, succ]

�N

(3)

1 + NN

1 + plus#

g

[0NN
, succNN

]
�NN

plus#

g

1.2 Corecursion and coproduct: Addition on N ∪ {∞} (see [33])

The function plus : N′ × N′ → N′ satisfies the equations

pred(plus(0, 0)) = ∗ (1)
n 6= 0⇒ pred(plus(0, n)) = id(pred(n)) (2)

m 6= 0⇒ pred(plus(m,n)) = plus(pred(m), n) (3)

Define K = Set2 and for all A,B ∈ Set, L(A,B)nat = Anat + Bnat and
R(A)nat = (Anat, Anat).
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Let Q = N′ × N′ + N′. By (1)-(3), the image of (plus, id)∗ = [plus, id] : Q → N′ is
compatible with pred.

Hence (plus, id) : (N′×N′,N′)→ (N′,N′) is coNat -corecursive and thus by Lemma COR,
[plus, id] agrees with unfoldQ where for all m,n ∈ N′,

predQ(m,n) =


∗ if m = n = 0,

(0, n− 1) if m = 0 ∧ n ∈ N′ \ {0},
(m− 1, n) if m ∈ N′ \ {0},

predQ(n) = pred(n).

The validity of (1)-(3) is equivalent to the commutativity of (4):

N′
pred

� 1 + N′

(4)

Q

[plus, id]

f

predQ
� 1 + Q

1 + [plus, id]

f
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1.3 Recursion and product: Factorial numbers (see [28])

Let n ∈ N. The function fact : N→ N satisfies the equations

〈fact , id〉(zero) = (1, 0) (1)
〈fact , id〉(succ(n)) = (fact(n) ∗ (id(n) + 1), id(n) + 1) (2)

Define K = Set2 and for all A,B ∈ Set, L(A)nat = (Anat, Anat) and
R(A,B)nat = Anat ×Bnat.

By (1) and (2), the kernel of (fact , id)# = 〈fact , id〉 : N → N × N is compatible with
succ:

(fact(m), id(m)) = 〈fact , id〉(m) = 〈fact , id〉(n) = (fact(n), id(n))

⇒ 〈fact , id〉(m + 1) = (fact(m + 1), id(m + 1))

= (fact(m) ∗ (id(m) + 1), id(m) + 1) = (fact(n) ∗ (id(n) + 1), id(n) + 1)

= (fact(n + 1), id(n + 1)) = 〈fact , id〉(n + 1).
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Hence (fact , id) : (N,N) → (N,N) is Nat -recursive and thus by Lemma REC, 〈fact , id〉
agrees with foldN×N where

0N×N = (1, 0),

succN×N = λ(m,n).(m ∗ (n + 1), n + 1).

The validity of (1) and (2) is equivalent to the commutativity of (3):

1 + N
[0, succ]

�N

(3)

1 + N× N

1 + 〈fact , id〉

g

[0N×N, succN×N]
�N× N

〈fact , id〉

g
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1.4 Recursion and product: Fibonacci numbers (see [28])

The function fib : N→ N satisfies the equations

fib(zero) = 0

fib(succ(zero)) = 1

fib(succ(succ(n))) = fib(n) + fib(succ(n))

Again, these equations do not imply that the kernel of fib is a Σ-congruence.

We regard the composition fib ◦ succ as a further function fib ′ : N → N and transform
the above equations into a mutually recursive definition of fib and fib ′:

〈fib, fib′〉(zero) = (0, 1) (1)
〈fib, fib′〉(succ(n)) = (fib ′(n), fib(n) + fib ′(n)) (2)

Define K = Set2 and for all A,B ∈ Set, L(A)nat = (Anat, Anat) and
R(A,B)nat = Anat ×Bnat.
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By (1) and (2), the kernel of (fib, fib ′)# = 〈fib, fib ′〉 : N → N × N is compatible with
succ:

(fib(m), fib ′(m)) = 〈fib, fib ′〉(m) = 〈fib, fib ′〉(n) = (fib(n), fib ′(n))

⇒ 〈fib, fib ′〉(succ(m)) = (fib(succ(m)), fib ′(succ(m))) = (fib ′(m), fib(m) + fib ′(m))

= (fib ′(n), fib(n) + fib ′(n)) = (fib(succ(n)), fib ′(succ(n))) = 〈fib, fib ′〉(succ(n)).

Hence (fib, fib ′) : (N,N) → (N,N) is Nat -recursive and thus by Lemma REC, 〈fib, fib ′〉
agrees with foldN×N where

0N×N = (0, 1),

succN×N = λ(m,n).(n,m + n).

The validity of (1) and (2) is equivalent to the commutativity of (3):

1 + N
[0, succ]

�N

(3)

1 + N× N

1 + 〈fib, fib ′〉

g

[0N×N, succN×N]
�N× N

〈fib, fib ′〉

g
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1.5 Recursion and currying: Replication

Let X be a set. The function repl : N×X → X∗ satisfies the equations

repl(zero, e) = nil (1)
repl(succ(n), e) = cons(e, repl(n, e)) (2)

where nil = nilµList(X) and cons = consµList(X) (see Lists and Streams).

Define K = Set and for all A ∈ Set, L(A)nat = A×X and R(A)nat = AX .

Let Z = (X∗)X . By (2), the kernel of repl# : N→ Z is compatible with succ:

repl#(m) = repl#(n)

⇒ repl#(succ(m)) = λe.cons(e, repl#(m)(e)) = λe.cons(e, repl(m, e))

= λe.cons(e, repl(n, e)) = λe.cons(e, repl#(n)(e)) = repl#(succ(n)).

Hence repl is Nat -recursive and thus by Lemma REC, repl# agrees with foldZ where

0Z = λe.ε,

succZ = λf.λe.(e :f (e)).
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The validity of (1) and (2) is equivalent to the commutativity of (3):

1 + N
[0, succ]

�N

(3)

1 + Z

1 + repl#

g

[0Z, succZ ]
�Z

repl#

g

1.6 Corecursion and identity: Length of a colist

Let X be a set. The function length : X∞ → N′ satisfies the equations

pred(length(ε)) = ∗ (1)
s ∈ X∗ ⇒ pred(length(x :s)) = length(s) (2)
s ∈ XN ⇒ pred(length(s)) = length(s) (3)

Define K = Set and L = R = IdSet.
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By (1)-(3), the image of length is compatible with pred. To see this, complete length to
an S-sorted function h with hnat = length and h1 = id1. Then (1)-(3) imply

pred(h(ε)) = ∗ = h(∗),
s ∈ X∗ ⇒ pred(h(x :s)) = h(s),

s ∈ XN ⇒ pred(h(s)) = h(s),

i.e., the image of h is compatible with pred.

Hence length is coNat -corecursive and thus by Lemma COR, length agrees with unfoldX
∞

where for all s ∈ X∞,

predX
∞

(s) =


∗ if s = ε,

s′ if s = x :s′ for some x ∈ X and s′ ∈ X∗,
λn.s(n + 1) if s ∈ XN.
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The validity of (1)-(3) is equivalent to the commutativity of (4):

N′
pred

� 1 + N′

(4)

X∞

length

f

predX
∞� 1 + X∞

1 + length

f
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Lists and streams

Let X be a set.

S = {list},
F = {nil : 1→ list, cons : X × list→ list},
F ′ = {split : list→ 1 + (X × list)},
F ′′ = {head : list→ X, tail : list→ list},

List(X) = (S, F, ∅),
coList(X) = (S, F ′, ∅),

Stream(X) = (S, F ′′, ∅).

• For all A ∈ SetS,
HList(X)(A)list = HcoList(X)(A)list = 1 + X × Alist and HStream(X)(A)list = X × Alist.
• µList(X)list ∼= X∗.
• nil = ε and for all x ∈ X and s ∈ X∗, cons(x, s) = x :s.
• νcoList(X)list ∼= X∞.
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• For all s ∈ X∞,

split(s) =


∗ if s = ε,

(x, s′) if ∃ x ∈ X, s′ ∈ X∞ : s = x :s′,

(s(0), λn.s(n + 1)) if s ∈ XN.

• νStreamlist
∼= XN.

• For all s ∈ XN, head(s) = s(0) and tail(s) = λn.s(n + 1).

2.1 Constructor extension: Replication

In 1.5 we have shown that there is a unique interpretation in µList(X) of an additional
constructor repl : N × X → list such that the corresponding extension of µList(X)

satisfies the equations (1) and (2) of 1.5.

Let Σ = (S, F ∪ {repl}, {=: list × list}), Σ′ = (S, F ∪ {repl}, ∅) and AX be a set of
Σ-Horn clauses such that for all A ∈ AlgΣ,AX , =A is a Σ-congruence, and AX includes
(1) and (2) of 1.5.
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Let A = lfp(Σ, µΣ′, AX). By Theorem ABSINI, A/=A is initial in Alg=
Σ,AX . Since the ini-

tial List(X)-algebra with equality can be extended to a (Σ, AX)-algebra with equality, we
conclude from Lemma CONEXT that (Σ, AX) is a conservative extension of (List(X), ∅).

2.2 Recursion and identity: Length of a finite list

The function length : X∗ → N satisfies the equations

length(nil) = 0 (1)
length(cons(x, s)) = length(s) + 1 (2)

Define K = Set and L = R = IdSet.

By (2), the kernel of length is compatible with cons:

length(s) = length(s′)

⇒ length(cons(x, s)) = length(s) + 1 = length(s′) + 1 = length(cons(x, s′)).

Hence length is List(X)-recursive and thus by Lemma REC, length agrees with foldN

where nilN = 0 and consN = λ(x, n).n + 1.
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The validity of (1) and (2) is equivalent to the commutativity of (3):

1 + X ×X∗
[nil, cons]

�X∗

(3)

1 + X × N

1 + X × length

g

[nilN, consN]
�N

length

g

2.3 Destructor extension: Length of a colist

In 1.6 we have shown that there is a unique interpretation in νcoList(X) of an additional
destructor length : list→ nat+ 1 such that the corresponding extension of νcoList(X)

satisfies the equations (1)-(3) of 1.6.
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Let Σ = (S, F ′ ∪ {length}, {∈: list}), Σ′ = (S, F ′ ∪ {length}, ∅) and AX be a set of
Σ-co-Horn clauses such that for all A ∈ AlgΣ,AX , ∈A is a Σ-invariant, and AX includes
the following co-Horn clauses:

∈list (s) ⇒ (length(s) = 0⇒ split(s))

∈list (s) ⇒ (length(s) = n + 1⇒ ∃ x, s′ : (split(s) = (x, s′) ∧ length(s′) = n))

∈list (s) ⇒ (length(s) = ∗ ⇒ ∃ x, s′ : (splitB(s) = (x, s′) ∧ length(s′) = ∗).

Let A = gfp(Σ, νΣ′, AX). By Theorem RESFIN, ∈A is final in Alg∈Σ,AX . Since the final
coList(X)-algebra with membership can be extended to a (Σ, AX)-algebra with mem-
bership, we conclude from Lemma DESEXT that (Σ, AX) is a conservative extension of
(coList(X), ∅).

2.4 Recursion and currying: Concatenation of finite lists

The function conc : X∗ ×X∗ → X∗ satisfies the equations

conc(nil, s) = s (1)
conc(cons(x, s), s′) = cons(x, conc(s, s′)) (2)
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Define K = Set and for all A ∈ Set, L(A)list = Alist ×X∗ and R(A)list = AX∗
list.
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Let Z = (X∗)X
∗. By (2), the kernel of conc# : X∗ → Z is compatible with cons:

conc#(s) = conc#(s′)

⇒ conc#(cons(x, s)) = λs′′.conc(cons(x, s), s′′) = λs′′.cons(x, conc(s, s′′))

= λs′′.cons(x, conc#(s)(s′′)) = λs′′.cons(x, conc#(s′)(s′′))

= λs′′.cons(x, conc(s′, s′′)) = λs′′.conc(cons(x, s′), s′′) = conc#(cons(x, s′)).

Hence conc is List(X)-recursive and thus by Lemma REC, conc# agrees with foldZ where
nilZ = λs.s and consZ = λ(x, f ).λs.cons(x, f (s)).

The validity of (1) and (2) is equivalent to the commutativity of (3):

1 + X ×X∗
[nil, cons]

�X∗

(3)

1 + X × Z

1 + X × conc#

g

[nilZ, consZ ]
�Z

conc#

g
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2.5 Corecursion and coproduct: Concatenation of colists (see [33])

The function conc : X∞ ×X∞ → X∞ satisfies the equations

split(s) = ∗ ∧ split(s′) = ∗ ⇒ split(conc(s, s′)) = ∗ (1)
split(s) = ∗ ∧ split(s′) = (x, s′′) ⇒ split(conc(s, s′)) = (x, id(s′′)) (2)

split(s) = (x, s′′) ⇒ split(conc(s, s′)) = (x, conc(s′′, s′)) (3)

Define K = Set2 and for all A,B ∈ Set, R(A)list = (Alist, Alist) and
L(A,B)list = Alist + Blist.

Let Q = X∞ ×X∞ + X∞. By (1)-(3), the image of (conc, id)∗ = [conc, id] : Q → X∞

is compatible with split: Let h = [conc, id].

split(s) = ∗ ∧ split(s′) = ∗ ⇒ split(h(s, s′)) = ∗ = h(∗),
split(s) = ∗ ∧ split(s′) = (x, s′′)

⇒ split(h(s, s′)) = (x, h(s′′)) = (h(x), h(s′′)) = h(x, s′′),

split(s) = (x, s′′) ⇒ split(h(s, s′)) = (x, h(s′′, s′)) = (h(x), h(s′′, s′)) = h(x, (s′′, s′)),

i.e., the image of h is compatible with split.
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Hence (conc, id) is coList(X)-corecursive and thus by Lemma COR, (conc, id) agrees
with unfoldQ where for all s, s′ ∈ X∞,

splitQ(s, s′) =


∗ if split(s) = split(s′) = ∗,
(x, (s, s′′)) if split(s) = ∗ ∧ split(s′) = (x, s′′),

(x, (s′′, s′)) if split(s) = (x, s′′),

splitQ(s) = split(s).

The validity of (1)-(3) is equivalent to the commutativity of (4):

X∞
split

� 1 + X ×X∞

(3)

Q

[conc, id]

f

splitQ
� 1 + X ×Q

1 + X × [conc, id]

f
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2.6 Recursion and identity: Folding a finite list from the right

Let A be a set and Z = (X × A→ A)→ A→ A.
The function foldr : X∗ → (X × A→ A)→ A→ A satisfies the equations

foldr (nil)(f )(a) = a (1)
foldr (cons(e, s))(f )(a) = f (e, foldr (s)(f )(a)) (2)

Define K = Set and L = R = IdSet.

By (2), the kernel of foldr is compatible with cons:

foldr (s) = foldr (s′)

⇒ foldr (cons(x, s)) = λf.λa.f (e, foldr (s)(f )(a)) = λf.λa.f (x, foldr (s′)(f )(a))

= foldr (cons(x, s′)).

Hence foldr is List(X)-recursive and thus by Lemma REC, foldr agrees with foldZ where
for all f : X × A→ A, a ∈ A, x ∈ X and g ∈ Z,

nilZ(f )(a) = a,

consZ(x, g)(f )(a) = λs.g(f )(a)(x :s).
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The validity of (1) and (2) is equivalent to the commutativity of (3):

1 + X ×X∗
[nil, cons]

�X∗

(3)

1 + X × Z

1 + X × foldr

g

[nilZ, consZ ]
�Z

foldr

g

2.7 Recursion and identity: Filter a finite list

Let Z = (X → 2)→ X∗. The function filter : X∗ → Z satisfies the equations

filter (nil)(f ) = nil (1)
filter (cons(x, s))(f ) = if f (x) then filter (s)(f ) else x :filter (s)(f ) (2)

Define K = Set and L = R = IdSet.
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By (2), the kernel of filter is compatible with cons:

filter (s) = filter (s′)

⇒ filter (cons(x, s)) = λf.if f (x) then filter (s)(f ) else x :filter (s)(f )

= λf.if f (x) then filter (s′)(f ) else x :filter (s′)(f ) = filter (cons(x, s′)).

Hence filter is List(X)-recursive and thus by Lemma REC, filter agrees with foldZ where
for all f : X → 2, x ∈ X and g ∈ Z, nilZ(f ) = nil and consZ = λ(x, g).λf.λs.g(f )(x :s).

The validity of (1) and (2) is equivalent to the commutativity of (3):

1 + X ×X∗
[nil, cons]

�X∗

(3)

1 + X × Z

1 + X × filter

g

[nilZ, consZ ]
�Z

filter

g
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2.8 Corecursion and coproduct: A blinker

Suppose that on, off ∈ X . The functions blink : 1 → XN and blink′ : 1 → XN satisfy
the equations

〈head, tail〉(blink) = (on, blink′) (1)
〈head, tail〉(blink′) = (off , blink) (2)

Define K = Set2 and for all A,B ∈ Set, R(A)list = (Alist, Alist)

and L(A,B)list = Alist + Blist.

Let Q = 1 + 1. By (1) and (2), the image of (blink, blink′)∗ = [blink, blink′] : Q→ XN

is compatible with head and tail.

Hence (blink, blink′) : Q → (XN, XN) is Stream(X)-corecursive and thus by Lemma
COR, [blink, blink′] agrees with unfoldQ where 〈headQ, tailQ〉(∗, 1) = (on, (∗, 2)) and
〈headQ, tailQ〉(∗, 2) = (off , (∗, 1)).
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The validity of (1) and (2) is equivalent to the commutativity of (3):

XN 〈head, tail〉
�X ×XN

(3)

Q

[blink, blink′]

f

〈headQ, tailQ〉
�X ×Q

X × [blink, blink′]

f

f : {x, y} → XN with f (x) = blink and f (y) = blink′ solves the set {x = cons(1, y), y =

cons(0, x)} of Stream-equations (see Recursive Σ-equations).

2.9 Corecursion and coproduct: Alternation of successors and squares (see
[28])

The functions nats : N→ XN and squares : N→ XN satisfy the equations

〈head, tail〉(nats(n)) = (n, squares(n)) (1)
〈head, tail〉(squares(n)) = (n ∗ n, nats(n + 1)) (2)

Define K = Set2 and for all A,B ∈ Set, R(A)list = (Alist, Alist) and
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L(A,B)list = Alist + Blist.
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Let Q = N + N. By (1) and (2), the image of

(nats, squares)∗ = [nats, squares] : Q→ XN

is compatible with head and tail.

Hence (nats, squares) : (N,N) → (XN, XN) is Stream-recursive and thus by Lemma
COR, [nats, squares] agrees with unfoldQ where for all n ∈ N,
〈headQ, tailQ〉(n, 1) = (n, (n, 2)) and 〈headQ, tailQ〉(n, 2) = (n ∗ n, (n + 1, 1)).

The validity of (1) and (2) is equivalent to the commutativity of (3):

XN 〈head, tail〉
�X ×XN

(3)

Q

[nats, squares]

f

〈headQ, tailQ〉
�X ×Q

X × [nats, squares]

f
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2.10 Corecursion and coproduct: Insertion into a stream (see [65])

The function insert : X ×XN → XN satisfies the equation

〈head, tail〉(insert(x, s)) = if x ≤ head(s) then (x, s) else(head(s), insert(x, tail(s)))

Analogously to 1.3, this equation does not imply that the image of insert is compatible
with head and tail. Hence we transform them into equations for insert and the identity
on XN:

〈head, tail〉(insert(x, s)) = if x ≤ head(s)

then (x, id(s)) else (head(s), insert(x, tail(s))) (1)

〈head, tail〉(id(s)) = (head(s), id(tail(s))) (2)

Define K = Set2 and for all A,B ∈ Set, R(A)list = (Alist, Alist)

and L(A,B)list = Alist + Blist.

Let Q = (X ×XN) + XN. By (1)-(3), the image of

(insert, id)∗ = [insert, id] : Q→ XN

is compatible with head and tail.
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Hence (insert, id) : (X × XN, XN) → (XN, XN) is Stream-corecursive and thus by
Lemma COR, [insert, id] agrees with unfoldQ where for all e ∈ X and s ∈ XN,

〈headQ, tailQ〉(x, s) =

{
(x, s) if e ≤ head(s),

(head(s), (x, tail(s))) otherwise,
〈headQ, tailQ〉(s) = (head(s), tail(s)).

The validity of (1)-(3) is equivalent to the commutativity of (4):

XN 〈head, tail〉
�X ×XN

(4)

Q

[insert, id]

f

〈headQ, tailQ〉
�X ×Q

X × [insert, id]

f
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2.11 Corecursion and coproduct: Exchange stream elements (see [65])

The function exch : XN → XN, which exchanges each two consecutive elements of a
strem, satisfies the equations

head(exch(s)) = head(tail(s))

〈head, tail〉(tail(exch(s))) = (head(s), exch(tail(tail(s))))

Analogously to 1.4, we regard the composition tail ◦ exch as a further function

exch′ : XN → XN

and transform the above equations into a mutually recursive definition of exch and exch′:

〈head, tail〉(exch(s)) = (head(tail(s)), exch′(s)) (1)
〈head, tail〉(exch′(s)) = (head(s), exch(tail(tail(s))))) (2)

Define K = Set2 and for all A,B ∈ Set, R(A)list = (Alist, Alist) and
L(A,B)list = Alist + Blist.

Let Q = XN+XN. By (1) and (2), the image of (exch, exch′)∗ = [exch, exch′] : Q→ XN

is compatible with head and tail.
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Hence (exch, exch′) : (XN, XN) → (XN, XN) is Stream-recursive and thus by Lemma
COR, [exch, exch′] agrees with unfoldQ where for all s ∈ XN,
〈headQ, tailQ〉(s, 1) = (head(tail(s)), (s, 2)) and
〈headQ, tailQ〉(s, 2) = (head(s), (tail(tail(s)), 1)).

The validity of (1) and (2) is equivalent to the commutativity of (3):

XN 〈head, tail〉
�X ×XN

(3)

Q

[exch, exch′]

f

〈headQ, tailQ〉
�X ×Q

X × [exch, exch′]

f
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2.12 Corecursion and coproduct: Flatten a cotree

Let T = νcoTree(X) (see Labelled trees). The functions flatten : T → X∞ and flattenL :

T∞ → X∞ satisfy the equations

split(flatten(t)) = (root(t),flattenL(subtrees(t))) (1)

split(ts) = ∗ ⇒ split(flattenL(ts)) = ∗ (2)

split(ts) = (u, us)

⇒ split(flattenL(ts)) = (root(u),flattenL(conc(subtrees(u), us)) (3)

where conc : T∞ × T∞ → T∞ is defined as in 2.5.

Define K = Set2 and for all A,B ∈ L, R(A)list = (Alist, Alist) and
L(A,B)list = Alist + Blist.

By (1)-(3), the image of

(flatten,flattenL)∗ = [flatten,flattenL] : T + T∞ → X∞

is compatible with split.
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Hence (flatten,flattenL) : (T, T∞) → (X∞, X∞) is coList(X)-corecursive and thus by
Lemma COR, [flatten,flattenL] agrees with unfoldT+T∞ where for all t ∈ T and ts ∈ T∞,

splitT+T∞(t) = (root(t), subtrees(t)),

splitT+T∞(ts) =

{
∗ if split(ts) = ∗,
(u, us) if split(ts) = (root(u), conc(subtrees(u), us)).

The validity of (1)-(3) is equivalent to the commutativity of (4):

X∞
split

� 1 + X ×X∞

(4)

T + T∞

[flatten,flattenL]

f

splitT+T∞
� 1 + X × (T + T∞)

1 + X × [flatten,flattenL]

f
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2.13 Recursion and identity: Subtrees

Let Z = (νcoBintree(X)→ νcoBintree(X)) (see Destructive signatures). The function

subtree : 2∗ → Z

satisfies the equations

subtree(nil)(t) = t (1)
fork (t) = (u, e, u′) ⇒ subtree(cons(0, s))(t) = subtree(s)(u) (2)
fork (t) = (u, e, u′) ⇒ subtree(cons(1, s))(t) = subtree(s)(u′) (3)

Define K = Set and L = R = IdSet.

By (1)-(3), the kernel of subtree is compatible with fork .

Hence subtree is List(2)-recursive and thus by Lemma REC, subtree agrees with foldZ

where for all s ∈ 2∗, f ∈ Z and t ∈ νcoBintree(X),

nilZ = id,

consZ(b, f )(t) =

{
f (u) if b = 0 and fork (t) = (u, e, u′),

f (u′) if b = 1 and fork (t) = (u, e, u′).
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The validity of (1)-(3) is equivalent to the commutativity of (4):

1 + 2× 2∗
[nil, cons]

� 2∗

(4)

1 + 2× Z

1 + 2× subtree

g

[nilZ, consZ ]
�Z

subtree

g
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Labelled binary trees

Let X be a set.

S = {btree},
F = {empty : 1→ btree, join : btree×X × btree→ btree},
F ′ = {split : btree→ 1 + (btree×X × btree)},
F ′′ = {root : btree→ X, left , right : btree→ btree},

Bintree(X) = (S, F, ∅),
coBintree(X) = (S, F ′, ∅),
Infbintree(X) = (S, F ′′, ∅).

• For all A ∈ SetS,
HBintree(X)(A)btree = HcoBintree(X)(A)btree = 1 + Abtree ×X × Abtree and
HInfbintree(X)(A)btree = Abtree ×X × Abtree.
• µBintree(X)btree ∼= T where T is the least set of expressions such that ⊥ ∈ T and
for all x ∈ X and t, u ∈ T , x(t, u) ∈ T .
• empty = ⊥ and for all x ∈ X and t, u ∈ T , join(t, x, u) = x(t, u).
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• νcoBintree(X)btree ∼= T ′ where T ′ is the set of partial functions t : 2∗ → X such that
for all w ∈ 2∗,
• if t(w0) is defined, then t(w) is defined,
• if t(w1) is defined, then t(w0) is defined.

• For all t ∈ T ′,

split(t) =

{
∗ if t = Ω,

(λw.t(0w), t(ε), λw.t(1w)) otherwise.

• νInfbintree(X)btree ∼= X2∗.
• For all t ∈ X2∗, root(t) = t(ε), left(t) = λw.t(0w) and right(t) = λw.t(1w).

3.1 Recursion and product: Check balancing (see [21])

Let T = µBintree(X)btree. The functions depth : T → N and bal : T → 2 satisfy the
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equations

〈height, bal〉(empty) = (0,True) (1)

〈height, bal〉(join(t, x, u)) = (max(height(t), height(u)) + 1,

bal(t) ∧ bal(u) ∧ height(t) = height(u)) (2)

308 of 373



�� ��Binary trees

Define K = Set2 and for all A,B ∈ Set, L(A)btree = (N, 2) and
R(A,B)btree = Abtree ×Bbtree.

By (1) and (2), the kernel of

(height, bal)# = 〈height, bal〉 : T → N× 2

is compatible with join.

Hence (height, bal) : (T, T )→ (N, 2) is Bintree(X)-recursive and thus by Lemma REC,
〈height, bal〉 agrees with foldN×2 where

emptyN×2 = (0,True),

joinN×2 = λ((m, b), x, (n, c)).(max(m,n) + 1, b ∧ c ∧m = n).
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The validity of (1) and (2) is equivalent to the commutativity of (3):

1 + T ×X × T
[empty, join]

�T

(3)

1 + (N× 2)×X × (N× 2)

1 + 〈height, bal〉

g

[emptyN×2, joinN×2]
�N× 2

〈height, bal〉

g
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3.2 Corecursion and identity: Mirror a tree (see [31, 46])

Let T = νcoBintree(X)btree. The function mirror : T → T satisfies the equations

split(t) = ∗ ⇒ split(mirror(t)) = ∗ (1)

split(t) = (u, x, u′) ⇒ split(mirror(t)) = (mirror(u′), x,mirror(u)) (2)

Define K = Set and R = L = IdSet.

Extend mirror to the constant types X and 1. Then (1) and (2) read as follows:

split(t) = ∗ ⇒ split(mirror(t)) = ∗ = mirror(∗),
split(t) = (u, x, u′)

⇒ split(mirror(t)) = (mirror(u′),mirror(x),mirror(u)) = mirror(u′, x, u),

Hence the image of mirror is compatible with split.

Hence mirror is coBintree(X)-corecursive and thus by Lemma COR, mirror agrees
with unfoldT where for all t ∈ T ,

splitT (t) =

{
∗ if t = Ω,

(λw.t(1w), t(ε), λw.t(0w)) otherwise.
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�� ��Binary trees

The validity of (1) and (2) is equivalent to the commutativity of (3):

T
split

� 1 + T ×X × T

(3)

T

mirror

f

splitT
� 1 + T ×X × T

1 + mirror ×X ×mirror

f

Since T is a final algebra, properties of mirrorT likemirrorT ◦mirrorT = idT are shown
by algebraic coinduction (see, e.g., [46]).
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3.3 Destructor extension: Subtrees

In 2.13 have shown that there is a unique interpretation in νcoBintree(X) of an additional
destructor subtree : 2∗ → (btree → btree) such that the corresponding extension of
νcoBintree(X) satisfies the equations (1)-(3) of 2.13.

Let Σ = (S, F ′ ∪ {subtree′ : btree→ (2∗ → btree)}, {∈: btree}),
Σ′ = (S, F ′ ∪ {subtree′}, ∅) and AX be a set of Σ-co-Horn clauses such that for all
A ∈ AlgΣ,AX , ∈A is a Σ-invariant, and AX includes the following co-Horn clauses:

∈btree (t) ⇒ subtree′(t)(ε) = t,

∈btree (t) ⇒ (split(t) = (u, x, u′)⇒ subtree′(t)(0 :w) = subtree′(u)(w)),

∈btree (t) ⇒ (split(t) = (u, x, u′)⇒ subtree′(t)(1 :w) = subtree′(u′)(w)).

Let A = gfp(Σ, νΣ′, AX). By Theorem RESFIN, ∈A is final in Alg∈Σ,AX . Since the
final coBintree(X)-algebra with membership can be extended to a (Σ, AX)-algebra with
membership, we conclude from Lemma DESEXT that (Σ, AX) is a conservative extension
of (coBintree(X), ∅).
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3.4 Least Restriction: Finite trees, EF and AF (see [46])

Let Σ = (S, F ′, {finite, EF,AF}) and AX be a set of Σ-Horn clauses such that for all
A ∈ AlgΣ,AX , ∈A is a Σ-invariant. Moreover, let AX include the following axioms:

finite(t) ⇐ split(t) = ∗ ∨ (split(t) = (u, x, u′) ∧ finite(u) ∧ finite(u′))

EF (P )(t) ⇐ split(t) = (u, x, u′) ∧ (P (x) ∨ EF (P )(u) ∨ EF (u′))

AF (P )(t) ⇐ split(t) = (u, x, u′) ∧ (P (x) ∨ (AF (P )(u) ∧ AF (u′)))

where P is a predicate variable.

Let A = lfp(Σ, νcoBintree, AX). By Theorem RESINI, ∈A is initial in obs(Alg∈Σ,AX),
the category of F ′-observable Σ-coalgebras B such that B satisfies AX and ∈B = B.
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�� ��Binary trees

3.5 Greatest Restriction: Infinite trees, AG and EG (see [46])

Let Σ = (S, F ′, {infinite, AG,EG}) and AX be set of Σ-co-Horn clauses such that for
all A ∈ AlgΣ,AX , ∈A is a Σ-invariant. Moreover, let AX include the following axioms:

infinite(t) ⇒ ∃ u, x, u′ : split(t) = (u, x, u′) ∧ (infinite(u) ∨ infinite(u′))

AG(P )(t) ⇒ ∃ u, x, u′ : (split(t) = (u, x, u′)⇒ (P (x) ∧ AG(P )(u) ∧ AG(P )(u′)))

EG(P )(t) ⇒ ∃ u, x, u′ : (split(t) = (u, x, u′)⇒ (P (x) ∧ AG(P )(u) ∧ AG(P )(u′)))

where P is a predicate variable.

Let A = lfp(νcoBintree,Σ, AX). By Theorem RESFIN, ∈A is final in Alg∈Σ,AX , the cat-
egory of Σ-algebras B such that B satisfies AX and ∈B = B.
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Labelled trees (from 4.2 under construction!)

Let X be a set.

S = {tree, trees},
F = {join : X × trees→ tree, nil : 1→ trees,

cons : tree trees→ trees},
F ′ = {root : tree→ X, subtrees : tree→ trees,

split : trees→ 1 + (tree× trees)},
Tree(X) = (S, F, ∅),

coTree(X) = (S, F ′, ∅).

• For all A ∈ SetS, HTree(X)(A)tree = HcoTree(X)(A)tree = X × Atrees

and HTree(X)(A)trees = HcoTree(X)(A)trees = 1 + (Atree × Atrees).
• µTree(X)tree ∼= T and µTree(X)trees ∼= T ∗ where T is the least set of expressions
such that for all x ∈ X and ts ∈ T ∗, x ∈ T and x(ts) ∈ T .
• nil = ε

and for all x ∈ X , t ∈ T and ts ∈ T ∗, join(x, ts) = x(ts) and cons(t, ts) = t : ts.
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• νcoTree(X)tree ∼= T ′ and νcoTree(X)trees ∼= (T ′)∞ where T ′ is the set of partial
functions t : (N ∪ {ω})∗ → X such that for all w ∈ (N ∪ {ω})∗ and i ∈ N,
• t(ε) is defined,
• if t(w0) is defined, then t(w) is defined,
• if t(w(i + 1)) is defined, then t(wi) is defined,
• if t(wω) is defined, then for all i ∈ N, t(wi) is defined.

• For all t ∈ T ′, root(t) = t(ε) and

subtrees(t) =

{
∗ if t = Ω,

λi.λw.t(iw) otherwise.

• For all ts ∈ (T ′)∞,

split(ts) =

{
∗ if ts = ε,

(ts(0), λi.ts(i + 1)) otherwise.
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4.1 Recursion and identity: Flatten a finite tree (see [28])

The functions flatten : µTree(X)tree → X∗ and flattenL : µTree(X)trees → X∗ satisfy
the equations

flatten(join(x, ts)) = x :flattenL(ts) (1)
flattenL(nil) = nil (2)

flattenL(cons(t, ts)) = flatten(t)++flattenL(ts) (3)

Define K = Set and L = R = IdSet.

Since S = {tree, trees}, flatten and flattenL provide the tree- resp. trees-component of
an S-sorted function flatten ′ : µTree(X)→ (X∗, X∗).

By (1)-(3), the kernel of flatten is compatible with join and cons.

Hence flatten ′ is Tree(X)-recursive and thus by Lemma REC, flatten ′ agrees with foldX
∗

where joinX∗ = λ(x, s).(x :s), nilX∗ = ε and consX∗ = λ(s, s′).(s++s′)).
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The validity of (1)-(3) is equivalent to the commutativity of (4) and (5):

X × µTree(X)trees
join
�µTree(X)tree

(4)

X ×X∗

X × flattenL

g

joinX
∗ �X∗

flatten

g

1 + (Ltree(X)× µTree(X)trees)
[nil, cons]

�µTree(X)trees

(5)

1 + (X∗ ×X∗)

1 + (flatten × flattenL)

g

[nilX
∗
, consX

∗
]
�X∗

flattenL

g
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�� ��Trees

4.2 Least restriction: Cotrees with finite outdegree

Let AX be given by the following Horn clauses over coTree:

∈tree(t) ⇐ ∈trees(subtrees〈t〉)
∈trees(ts) ⇐ [[x, y]split]ts = [x]p ∨

([[x, y]split]ts = [y]p ∧ ∈tree(π1〈p〉) ∧ ∈trees(π2〈p〉))

AX satisfies the assumptions of Restriction with a least invariant. Hence inv = ∈lfp(AX)

is initial in obs(AlgcoTree,AX), the category of coTree-observable coTree-coalgebras A such
that A satisfies AX and ∈A = A.

4.3 Destructor extension: Flatten a cotree

We have shown that there is a unique interpretation in νcoList(X) of additional de-
structors flatten : tree → list and flattenL : trees → list such that the corresponding
extension of νcoTree satisfies the equations (1)-(3) of 2.12.

Let coTree ′ = coTree ∪ {flatten,flattenL}. By Lemma DESEXT (1), coTree ′ is a con-
servative extension of coTree.
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Let C = {flatten,flattenL}. νcoTree ′ is isomorphic to the coTree ′-coalgebra
B =def TreecoTree,C(BA) of C-colored coTree-trees over BA (see Colored Σ-trees).

Btree can be represented as the set of partial functions

t : N∗ → X ×Blist

(see 2.3) such that t(ε) is defined and for all w ∈ N∗ and i ∈ N,

• if t(wi) is defined, then t(w) is defined,
• if t(w(i + 1)) is defined, then t(wi) is defined.

Btrees can be represented as the union of Blist and the set of partial functions

ts : N→ Btree ×Blist

such that ts(0) is defined and for all i ∈ N, if ts(i + 1) is defined, then ts(i) is defined.
With respect to this interpretation, the destructors of coTree ′ are interpreted as follows:
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For all t ∈ Btree and ts ∈ Btrees,

rootB(t) = π1(t(ε)),

subtreesB(t) = λi.λw.t(iw),

flattenB(t) = π2(t(ε)),

splitB(ts) =

{
∗ if ts ∈ Blist,

(π1(ts(0)), λi.ts(i + 1)) otherwise,

flattenLB(ts) =

{
ts if ts ∈ Blist,

π2(ts(0)) otherwise.
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Let AX be given by the coTree ′-formulas

∈tree(t) ⇒ ∈trees(subtrees〈t〉) (1)

∈trees(ts) ⇒ ∈1+tree×trees([[y, z]split]ts) (2)

∈tree×trees(p) ⇒ ∈tree(π1〈p〉) ∧ ∈trees(π2〈p〉) (3)

∈tree(t) ⇒ ∃ p : ([[y, z]split]flatten〈t〉 = [z]p ∧ π1〈p〉 = root〈t〉 ∧
π2〈p〉 = flattenL〈subtrees〈t〉〉) (4)

∈trees(ts) ⇒ ∃ p, q : ([[y, z]split]ts = [y]p ∧ [[y, z]split]flattenL〈ts〉 = [y]q) ∨
∃ p, q : ([[y, z]split]ts = [z]p ∧ [[y, z]split]flattenL〈ts〉 = [z]q ∧

π1〈q〉 = root〈π1〈p〉〉 ∧
π2〈q〉 = flattenL〈conc〈subtrees〈π1〈p〉〉, π2〈p〉〉〉) (5)

AX consists of inverse Horn clauses over coTree ′ that satisfy the assumptions of Restric-
tion with a greatest invariant. Hence gfp(AX) = B. Let inv = ∈B.

For all t, t′ ∈ invtree,
flattenB(t) 6= flattenB(t′) implies uB(t) 6= uB(t′) for some u ∈ ObscoTree,tree. (6)
For all ts, ts′ ∈ invtrees,
flattenLB(ts) 6= flattenLB(ts′) implies uB(ts) 6= uB(ts′) for some u ∈ ObscoTree,trees. (7)

Proof.
Since B satisfies (4) and (5), inv satisfies the conclusions of (4) and (5) or, equivalently,
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the equations (1)-(3) of 2.12. Hence t ∈ invtree iff

flattenB(t) = (rootB(t),flattenLB(subtreesB(t))), (8)

and ts ∈ invtrees iff for all u ∈ Btree and us ∈ Btrees,

splitB(ts) = ∗ implies splitB(flattenLB(ts)) = ∗, (9)
splitB(ts) = (u, us)

implies flattenLB(ts) = (rootB(u),flattenLB(concB(subtreesB(u), us))). (10)

It is easy to see that

• ObscoTree,tree = {obsw | w ∈ N∗} where obsε = {[0]root} and for all w ∈ N+,
obsw = [0 · obsLw]subtrees,
• ObscoTree,trees = {obsLw | w ∈ N+} where for all i > 0 and w ∈ N∗,
obsL0w = [0, [10 · obsBw ]π1]split and obsLiw = [0, [10 · obsL(i−1)w]π2]split,
• for all t ∈ Btree and w ∈ N∗,
obsBw(t) = t(w) if t(w) is defined, and obsBw(t) = ∗ otherwise, (11)
• for all ts ∈ Btrees, i ∈ N and w ∈ N+,
obsLiw(ts) = ts(i)(w) if ts(i)(w) is defined, and obsLiw(ts) = ∗ otherwise. (12)
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By (8)-(10) and the definition of B, for all t ∈ invtree, ts ∈ invtrees and s ∈ Blist,

flattenB(t) = s ⇔ ∀ n ∈ domain(s) : t(leafPos(t)(n)) = s(n),

flattenLB(ts) = s ⇔ ∀ n ∈ domain(s) : ts(i)(w) = s(n) where leafPosL(ts)(n) = iw,

and thus by (11) and (12),

flattenB(t) = s ⇔ ∀ n ∈ domain(s) : obsBleafPos(t)(n)(t) = s(n), (13)
flattenLB(ts) = s ⇔ ∀ n ∈ domain(s) : obsLBleafPosL(ts)(n)(ts) = s(n), (14)

where leafPos(t)(n) and leafPosL(ts)(n) are the positions of the n-th leaf of t and ts,
respectively.

Haskell code for leafPos : Btree → N→ N∗ and leafPosL : Btrees → N→ N+:

leafPos = (!!) . leafPoss
leafPosL = (!!) . leafPossL

leafPoss :: B_tree -> [[Int]]
leafPoss t = if null ts then [[]] else leafPossL ts

where ts = subtrees t

leafPossL :: B_trees -> [[Int]]
leafPossL ts = if null ts then [] else concatMap g [0..length ts-1]

where g i = map (i:) $ leafPoss $ ts!!i
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Let t, t′ ∈ Btree and s, s′ ∈ Blist such that flattenB(t) = s 6= s′ = flattenB(t′). Let
domain(t) 6= domain(t′). Then there is w ∈ N∗ such that t(w) is defined and t′(w) is
undefined. Hence by (11), obsBw(t) = t(w) and obsBw(t′) = ∗, and thus (6) is valid for
u = obsw. Let domain(t) = domain(t′). Then domain(s) = domain(s′) and there is
n ∈ domain(s) such that s(n) 6= s′(n) and for all i < n, s(i) = s′(i). By (13),

obsBleafPos(t)(n)(t) = s(n) 6= s′(n) = obsBleafPos(t′)(n)(t
′) = obsBleafPos(t)(n)(t

′).

Hence (6) is valid for u = obsleafPos(t)(n).

Let ts, ts′ ∈ Btrees and s, s′ ∈ Blist such that flattenLB(ts) = s 6= s′ = flattenLB(ts′). Let
domain(ts) 6= domain(ts′) or domain(ts(i)) 6= domain(ts′(i)) for some i ∈ domain(ts) =

domain(ts′). Then there are i ∈ N and w ∈ N∗ such that ts(i)(w) is defined and ts′(i)(w)

is undefined. Hence by (12), obsLBiw(ts) = ts(i)(w) and obsLBiw(ts′) = ∗, and thus (7)
is valid for t = obsiw. Let domain(ts) = domain(ts′) and for all i ∈ domain(ts),
domain(ts(i)) = domain(ts′(i)). Then domain(s) = domain(s′) and there is n ∈
domain(s) such that s(n) 6= s′(n). By (14),

obsBleafPosL(ts)(n)(ts) = s(n) 6= s′(n) = obsBleafPosL(ts′)(n)(ts
′) = obsBleafPos(ts)(n)(ts

′).

Hence (7) is valid for u = obsleafPosL(ts)(n). o

Let ∈A = νcoTree. Then A satisfies AX . Hence A ∈ Alg∈
coTree ′,AX and thus by Lemma

DESEXT (2), (6) and (7) imply ∈B |coTree
∼= νcoTree.
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Monads and comonads

A monad (or algebraic theory in monoid form) in K is a triple M = (T, η, µ)

consisting of a functor T : K → K and natural transformations η : IdK → T (unit) and
µ : TT → T (multiplication) such that the following diagrams commute:

T
ηT
�TT ≺

Tη
T TTT

µT
�TT

T

µ

g
idT

≺
idT

�
TT

Tµ

g

µ
�T

µ

g

Let A,B ∈ K. For all f : A→ B, the extension f ∗ : T (A)→ B is defined as µB ◦ T (f ).
Conversely, µ = id∗T (A).

A monad in K is a monoid in the category KK with functors as objects and natural
transformations as morphisms.
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�� ��Monads and comonads

In Haskell, M is defined in terms of return = η and bind : T (A) → (A → T (B)) →
T (B). (also denoted by >>=): For all t ∈ T (A) and f : A→ T (B),

bind(t)(f ) = µB(T (f )(t)) = f ∗(t).

Conversely, µ(t) = id∗T (A)(t) = bind(t)(idT (A)). µ is called join in Haskell.

Example

The list monad is given by LM = (T, η, µ) is defined as follows: For all A ∈ Set,

T (A) = A∗, ηA = λa.[a] : A→ T (A) µA = concat : T (T (A))→ T (A). o
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�� ��Monads and comonads

An M-algebra or Eilenberg-Moore algebra is a T -algebra α : TA → A such that
the following diagrams commute:

A
ηA �TA TTA

Tα
�TA

A

α

g
idA

�
TA

µA

g

α
�A

α

g

The category of M -algebras is denoted by AlgM . AlgM is a full subcategory of AlgT .
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Let A = (L : K → L, R : L → K, η : IdK → RL, ε : LR→ IdK) be an adjunction.

M(A) = (RL, η,RεL : RLRL→ RL) is a monad, called the monad induced by A.

Let Σ = (S, F, P ) be a (flat) constructive signature.

The monad induced by the adjunction AΣ = (TΣ, US, η, ε) is called the monad freely
generated by Σ (see Term adjunction).

The multiplication µ : USTΣUSTΣ → USTΣ of the monad freely generated by Σ is defined
as follows: For all sets X and trees t ∈ TΣ(TΣ(X)), µX(t) is the tree in TΣ(X) that is
obtained from t by substituting each leaf n of t with the label of n (which is in TΣ(X)).

The categories AlgM(AΣ) and AlgΣ are isomorphic.
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f1

f3

f7f6

f5f4

f8

f9

f0

x0 x1

x2

f2

b0

b1

*

*

A Σ-term t over X together with a valuation g : X → TΣ(Y )
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f1

f3

f7f6

f5f4

f8

f9

f0

f2

b0

b1

*

*

The term u over TΣ(Y ) that results from applying TΣ(g) : TΣ(X)→ TΣ(TΣ(Y )) to t
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f1

f3

f7f6

f5f4

f8

f9

f0

f2

b0

b1

*

*

The term over X that results from applying µY : TΣ(TΣ(Y ))→ TΣ(Y ) to u
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Let M = (T : K → K, η, µ) be a monad.

The forgetful functor UM : AlgM → K has a left adjoint FM : K → AlgM .

Let AM = (UM , FM , η, ε) be the corresponding adjunction.

The monad induced by AM coincides with M : M(AM) = M .
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A comonad in K is a triple CM = (D, ε, δ) consisting of a functor D : K → K and
natural transformations ε : D → IdK (counit) and δ : D → DD (comultiplication)
such that the following diagrams commute:

D≺
εD

DD
Dε

�D DDD≺
δD

DD

D

δ

f

idD

�

idD

≺

DD

Dδ

f

≺
δ

D

δ

f

Let A,B ∈ K. For all g : A→ B, the extension g# : A→ D(B) is defined as D(g) ◦ δA.
Conversely, δ = id#

D(A).

In Haskell, CM is defined in terms of retract = ε and

cobind : D(A)→ (D(A)→ B)→ D(B)

(also denoted by =>>): For all d ∈ D(A) and g : D(A)→ B,

cobind(d)(g) = D(g)(δA(d)) = g#(d).
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Conversely, δ(d) = id#
D(A)(d) = cobind(d)(idD(A)).

A CM-coalgebra is a D-coalgebra β : A → DA such that the following diagrams
commute:

A≺
εA

DA DDA≺
Dβ

DA

A

β

f

idA

≺

DA

δA

f

≺
β

A

β

f

The category of CM -coalgebras is denoted by coAlgCM . coAlgCM is a full subcategory
of coAlgD.
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Let A = (L : K → L, R : L → K, η : IdK → RL, ε : LR→ IdK) be an adjunction.

CM(A) = (LR, ε, LηR : LR → LRLR) is a comonad, called the comonad induced
by A.

Let Σ = (S, F, P ) be a (flat) destructive signature.

The comonad induced by the adjunction AΣ = (US, coTΣ, η, ε) is called the comonad
cofreely generated by Σ (see Coterm adjunction).

The comultiplication δ : UScoTΣ → UScoTΣUScoTΣ of the comonad cofreely generated
by Σ is defined as follows: For all sets X and trees t ∈ coTΣ(X), δX(t) is the tree in
coTΣ(coTΣ(X)) that is obtained from t by replacing the label of each node n of t with
the subtree of t whose root is n.

The categories coAlgCM(AΣ) and coAlgΣ are isomorphic.
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x2

x5

x4

x7

x3

x4

x6

x5

x0

x1
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b0

*

f1,i1

f0,i0

f2,i2

f5,i5

f6,i6

f3,i3
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f10,i10

A Σ-coterm t over X
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b1

b0

*
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f7,i7

f8,i8

f9,i9

b1

f10,i10

x6

x0

x4

x5x7 x5

x3
x6

x0

x4
x4

x5x7x5

x4
x4x2

x5x7x5

x3
x6

x0

x1

x4
x4x2

x5x7x5

x3
x6

x0

x3

x0
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The coterm u over coTΣ(X)

that results from applying δX : coTΣ(X)→ coTΣ(coTΣ(X)) to t
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b1

b0

*
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The coterm u over coTΣ(X) together with a coloring g : coTΣ(X)→ Y
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y2

y2

y4

y2

y3

y4

y3

y2

y0

y1

b1

b0

*

f1,i1

f0,i0

f2,i2

f5,i5

f6,i6

f3,i3

f4,i4

f7,i7
f8,i8

f9,i9

y0

b1
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The coterm over Y that results from applying coTΣ(g) : coTΣ(coTΣ(X))→ coTΣ(Y ) to u
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�� ��Monads and comonads

Let CM = (D : K → K, ε, δ) be a comonad.

The forgetful functor UCM : coAlgCM → K has a right adjoint CCM : K → coAlgCM .

Let ACM = (UCM , FCM , η, ε) be the corresponding adjunction.

The comonad induced by ACM coincides with CM : CM(ACM) = CM .
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Distributive laws and bialgebras

Given two functors T,D : K → K, a distributive law is a natural transformation
λ : TD → DT .

Given a distributive law λ : TD → DT , aK-morphism TA
α→ A

β→ DA is a λ-bialgebra
if the following diagram commutes:

TA
α
�A

β
�DA

TDA

Tβ

g λA �DTA

Dα

f

=⇒

{
α ∈ Mor (coAlgD) maps λA ◦ Tβ to β,
β ∈ Mor (AlgT ) maps α to Dα ◦ λA.

Conversely,

• if TA α→ A is the initial T -algebra, then there is a unique AlgT -morphism β from α

to Dα ◦ λA and thus TA α→ A
β→ DA is a(n initial) λ-bialgebra,

• if A β→ DA is the final D-coalgebra, then there is a unique coAlgD-morphism α from
λA ◦ Tβ to β and thus TA α→ A

β→ DA is a (final) λ-bialgebra.
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�� ��Distributive laws

Given a monad M = (T, η, µ), a distributive law λ : TD → DT is M-compatible if
the following diagrams commute:

D
ηD
�TD TTD

Tλ
�TDT

λT
�DTT

DT

λ

g
Dη

�
TD

µD

g λ
�DT

Dµ

g

Given a comonad CM = (D, ε, δ), a distributive law λ : TD → DT is CM-compatible
if the following diagrams commute:

T ≺
εT

DT DDT ≺
Dλ

DTD≺
λD

TDD

TD

λ

f

Tε

≺

DT

δT

f

≺
λA

TD

Tδ

f
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�� ��Distributive laws

Examples

Given a monad M = (T, η, µ) in Set, the strength stT,A of T and A is M -compatible.

Given a monoid A with multiplication · and unit e,

CM = ((−)A, ε, δ)

with εB(f ) = f (e) and δB(f ) = λa.λb.f (a · b) for all sets B and f ∈ BA is a comonad
and stT,A is CM -compatible.

Given a T -algebra α : TB → B, let D = (−)A ×B.

λ : TD → DT

with

λX : TDX = T (XA ×B)
〈T (π1),T (π2)〉−→ T (XA)× TB

st
T,A
X ×α
−→ (TX)A ×B = DTX

is an M -compatible distributive law. o
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Older stuff

A previous notion of coterms

Let w ∈ N∗.

• For all x ∈ Xs,

x(w) =def

{
x if w = ε,

undefined otherwise.

• For all f : s1 . . . sn → s ∈ F and ti ∈ TΣ(X)si, 1 ≤ i ≤ n,

f〈t1, . . . , tn〉(w) =def


f if w = ε,

ti+1(v) if w = iv for some i ∈ N, v ∈ N∗,
undefined otherwise.

• For all f : s→ s1 . . . sn ∈ F and ti ∈ coTΣ(X)si, 1 ≤ i ≤ n,

[t1, . . . , tn]f (w) =def


f if w = ε,

ti+1(v) if w = iv for some i ∈ N, v ∈ N∗,
undefined otherwise.

Given a coterm t and w ∈ N∗, path(t, w) returns the sequence of symbols on the path
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from the root to node w of t: For all x ∈ X , [t1, . . . , tn]f ∈ coTΣ(X), i ∈ N and w ∈ N∗,

path(x,w) =def

{
x if w = ε,

undefined otherwise,

path([t1, . . . , tn]f, iw) =def

{
f path(ti+1, w) if 0 ≤ i < n,

undefined otherwise.

A term resp. coterm t over N∗ such that all function symbols of t belong to F \BF and
for all x ∈ var(t) ∪ cov(t), sort(x) ∈ BS and t(x) = x, is called a Σ-generator resp.
Σ-observer.

Given w ∈ N∗ and a co/term t, w · t denotes the co/term obtained from t by replacing
each co/variable v of t with wv.
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xf6 xx

f5 f6 f8

f1
f3f2

x z

y

y

ε

0 1

10 11

00

01

x

02

010 011 012 100 110 111

0110

The tree representing the term f1〈f2〈x, f5〈x, f6〈y〉, x〉, z〉, f3〈f6〈y〉, f8〈x, x〉〉〉
or the coterm [[[x, [x, [y]f6, x]f5, z]f2, [[y]f6, [x, x]f8]f3]f1
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:

x< >:

y< :

x

>

>< []

x

y

π2

π1

ht

x

ht

[

[

]

]

π2x

ht

[ ]

[ ]

[

[

]

]

The term : 〈x : 〈y : 〈x, []〉〉〉 generates lists of length 3 from two elements.

If applied to a list with at least three elements, the coterm [x, [[x, [[x, [y]π1]ht]π2]ht]π2]ht

returns the third element at exit y. If the list has fewer elements, the coterm returns this
fact by taking exit x. The underlying signatures are given later.

The S-sorted set coTΣ(Y ) of Σ-coterms over X is inductively defined as follows:
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• For all s ∈ S, Ys ⊆ coTΣ(Y )s.
• For all f : s→ s1 . . . sn ∈ F and ti ∈ coTΣ(Y )si, 1 ≤ i ≤ n, [t1, . . . , tn]f ∈ coTΣ(Y )s.

[t1, . . . , tn]f is also written as [ti]
n
i=1f .

A Σ-term t is a ground term if var(t) is empty.

Given t ∈ TΣ(V ), var(t) denotes the set of variables occurring in t.

Given t ∈ coTΣ(Y ), cov(t) denotes the set of covariables occurring in t.

Let Σ = (S, F, P ) be a signature, V be a T(S,BS)-sorted set of variables and A be a
Σ-algebra.

The T(S,BS)-sorted function

_A = {_A : TΣ(V )e → (AV → Ae) | e ∈ T(S,BS)}

is inductively defined as follows: Let g ∈ AV .

• For all x ∈ V , xA(g) = g(x).
• For all base sets B of Σ and b ∈ B, bA(g) = x.
• For all f : e→ e′ ∈ F and t ∈ TΣ(V )e, f (t)A(g) = fA(tA(g)).
• For all n > 1 and t1, . . . , tn ∈ TΣ(V ), (t1, . . . , tn)A(g) = (tA1 (g), . . . , tAn (g)).

The coterm evaluation _A : coTΣ(Y )→ (A→ A·Y ) is inductively defined as follows:
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• For all s ∈ S, x ∈ Ys and a ∈ As, xA(a) = (a, x).
• For all f : s→ s1 . . . sn ∈ F \BF , ti ∈ coTΣ(X)si, 1 ≤ i ≤ n, and a ∈ As,

fA(a) = (b, i) ⇒ ([t1, . . . , tn]f )A(a) = tAi (b).

According to their respective intuitive meaning, ground Σ-terms are called generators
if Σ is constructive, and Σ-terms with a single variable are called observers if Σ is
destructive.
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[f1]

[y1

[f2 f3]

[y2]y2]

y2

a1

[f4]

[y1

[f4

y2]y2]

a2

[f1]

[y1

[f5 y2]

y2] [y1]

f3

b1 c1 d1b2 c2 d2

r

<g1 g2>

<x1 g3>

f5]

x2

<x1>

g2

x2

<x2>

+
+ +

The data flow induced by the formula r(t1, t2, t3) where
t1 = [[[y1, y2]f2, y2, [y2]f3]f1]g2〈g1〈x1〉, g2〈x1, g3〈x2〉〉〉,

t2 = [[[y1, y2]f4, [y1, y2]f5]f4]x2 and t3 = [[[y1, y2]f5, [y1]f3, y2]f1]x2.

r(t1, t2, t3)A = {h ∈ AX | (tA1 (h), tA2 (h), tA3 (h)) ∈ rA}
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Alternative representation of coTΣ

Let BA be the union of all base sets of Σ. For all s ∈ S,

Beh0,s =def

∏
t∈ObsΣ,s

(BA× cov(t)).

Intuitively, an element of Beh0,s is a tuple of possible results of applying s-observers
to any s-element of a Σ-algebra. The result of applying observer t is a pair (a, x) that
consists of an “output” value a ∈ BA and a covariable x of t representing the “exit” where
a is returned.

b ∈ Beh0,s is called a Σ-behavior if for all t, u ∈ ObsΣ,s, n ∈ N and w ∈ Nn,

path(t, w) = path(u,w) implies take(n + 1)(π2(bt)) = take(n + 1)(π2(bu)). (1)

By (1), the “runs” of two observers t and u on b “take the same direction” as long as both
observers apply the same destructors. In particular, if they start with the same destructor
f , they take the same exit of f , formally: for all b ∈ BehΣ(BA)s and t, u ∈ ObsΣ,s,
t(ε) = u(ε) implies head(π2(bt)) = head(π2(bu)). Hence

for all f : s→ s1 . . . sn ∈ F and b ∈ BehΣ,s there is 1 ≤ if,b ≤ n such that
for all t ∈ ObsΣ,s, t(ε) = f implies head(π2(bt)) = if,b. (2)

An element of µΣ ∼= TΣ (left) resp. νΣBA
∼= BehΣ (right):
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c1

c5

c2 c4

c8c6 c7

c3

><

<

> <

>

d1

d5

d2 d4

d8d6 d7

d3

][

]

[

[

]

s

s

d1

d5

d9 d4

d6d11

]

[

[

]

d1

d5

d11 d4

d7d8 d9

d10

][

]

[

[

]d3

d8d6 d3 d10[ ]

… … … …

d9

d3

• For all s ∈ S, νΣs = BehΣ,s.
• For all f : s→ s1 . . . sn ∈ F \BF and (bt)t∈ObsΣ,s ∈ BehΣ,s,

f νΣ(b) = ((〈π1, tail ◦ π2〉(b[t1,...,tn]f))ti∈ObsΣ,si
, i)

where i = if,b and for all k 6= i, tk ∈ ObsΣ,sk. Note that head(π1(b[t1,...,tn]f)) = i.

For all Σ-algebras A, the unique Σ-morphism unfoldA : A → νΣ is defined as follows:
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For all s ∈ S and a ∈ As,

unfoldAs (a) = (tA(a))t∈ObsΣ,s.

Labelled Σ-trees

For all s ∈ S \ BS, let labs be an additional destructor with dom(labs) = s and
ran(labs) ∈ BS, Lab = {labs | s ∈ S \BS} and coΣLab = (S, coF ∪ Lab ∪BF,P,BΣ).

Given an S-sorted set X , the S-sorted set CTΣ,Lab(X) of (Σ, Lab)-trees over X consists
of all partial functions t : N∗ → (X × (F \ BF )) ∪ X such that for all s ∈ S, t ∈
CTΣ,Lab(X)s iff for all w ∈ N∗,

• (π1(t(ε)) ∈ Xran(labs) ∧ π2(t(ε)) ∈ F ∧ ran(π2(t(ε))) = s) ∨ t(ε) ∈ Xs.
• If π2(t(w)) ∈ F , then for all 0 ≤ i < |w|, s′ = dom(π2(t(w)))i and s′′ = ran(π2(t(wi))):

(s′ = s′′ ∧ π1(t(wi)) ∈ Xran(labs′)
∧ π1(t(wi)) ∈ F ) ∨ t(wi) ∈ Xs′.

CT =def CTΣ,Lab(BA) is final in AlgcoΣLab↓BA.

Proof. The following definitions turn CT into a coΣ↓BA-coalgebra:
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• For all s ∈ S \BS and t ∈ CTs, |dom(t(ε))| = k implies

dCTs (t) =def ((λw.t(0w), . . . , λw.t((k − 1)w)), π1(t(ε))),

labCTs (t) =def π2(t(ε)).

• CT |BΣ =def BA.

Let (A, g) be a coΣLab↓BA-algebra. An S-sorted function unfoldA : A→ CT is defined
as follows:

• For all s ∈ S \BS, a ∈ As, i ∈ N and w ∈ N∗, dAs (a) = ((a1, . . . , an), f ) implies

π1(unfoldA(a)(ε)) =def f,

π2(unfoldA(a)(ε)) =def labAs (a),

unfoldA(a)(iw) =def

{
unfoldA(ai)(w) if 0 ≤ i < |dom(f )|,
undefined otherwise,

in short: unfoldA(a) =def lab
A
s (a) : f (unfoldA(a1), . . . , unfoldA(an)).

• unfoldA|BΣ = g.

unfoldA is a coΣ-homomorphism: Let s ∈ S \BS, a ∈ As and dAs (a) = ((a1, . . . , an), f ).
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Then

dCTs (unfoldA(a)) = dCTs (labAs (a) : f (unfoldA(a1), . . . , unfoldA(an)))

= ((unfoldA(a1), . . . , unfoldA(an)), f ) = unfoldA((a1, . . . , an), f ) = unfoldA(dAs (a)),

labCTs (unfoldA(a)) = labCTs (labAs (a) : f (unfoldA(a1), . . . , unfoldA(an)))

= labAs (a).

Let h : A→ CT be a coΣ-homomorphism. Then

dCTs (h(a)) = h(dAs (a)) = h((a1, . . . , an), f ) = ((h(a1), . . . , h(an)), f )

= dCTs (labAs (a) : f (h(a1), . . . , h(an))),

labCTs (h(a)) = labAs (a) = labCTs (labAs (a) : f (h(a1), . . . , h(an)))

and thus h(a) = f (h(a1), . . . , h(an)) because 〈dCTs , labCTs 〉 is injective. We conclude that
h agrees with unfoldA. o

LetC = {length}. νcoList ′ is isomorphic to the coList ′-coalgebraB =def TreecoList ,C(BA)

of C-colored coList -trees over BA (see Colored Σ-trees).

Blist can be represented as the union of N′ and the set of partial functions s : N→ X×N′
such that s(0) is defined and for all i ∈ N, if s(i + 1) is defined, then s(i) is defined.
With respect to this interpretation, the destructors of coList ′ are interpreted as follows:
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B1 = {∞} and for all s ∈ Blist,

splitB(s) =

{
∗ if s ∈ N′,
(π1(s(0)), λi.s(i + 1)) otherwise,

lengthB(s) =

{
s if s ∈ N′,
π2(s(0)) otherwise.

Let AX be given by the coList ′-formulas

∈list(s) ⇒ ∈1+entry×list([[x, y]split]s) (1)

∈entry×list(p) ⇒ ∈list(π2〈p〉) (2)

∈list(s) ⇒ [[x, y]length]s = [[[x]0, [[[x]succ, y]length]π2]split]s (3)

AX consists of inverse Horn clauses over coList ′ that satisfy the assumptions of Restric-
tion with a greatest invariant. Hence gfp(AX) = B. Let inv = ∈B.

For all s, s′ ∈ invlist,
lengthB(s) 6= lengthB(s′) implies tB(s) 6= tB(s′) for some t ∈ ObscoList ,list. (4)

Proof.
Since B satisfies (3), inv satisfies the conclusion of (3) or, equivalently, the equations
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(1)-(3) of 1.6. Hence s ∈ invlist iff for all n ∈ N,

lengthB(s) = 0 implies splitB(s) = ∗, (5)
lengthB(s) = n + 1 implies ∃ e, s′ : (splitB(s) = (e, s′) ∧ lengthB(s′) = n), (6)
lengthB(s) =∞ implies ∃ e, s′ : (splitB(s) = (e, s′) ∧ lengthB(s′) =∞). (7)

It is easy to see that

• ObscoList ,list = {obsn | n ∈ N} where obs0 = [0, [10]π1]split

and for all n > 0, obsn = [0, [10 · obsn−1]π2]split,
• for all s ∈ Blist and n ∈ N, obsn(s) 6= ∗ iff s(n) is defined. (8)

By (5)-(7) and the definition of B, for all s ∈ invlist and n ∈ N,

lengthB(s) = n ⇔ s(n) is undefined ∧ ∀ i < n : s(i) is defined,
lengthB(s) =∞ ⇔ ∀ n ∈ N : s(n) is defined,

and thus by (8),

lengthB(s) = n ⇔ obsBn (s) = ∗ ∧ ∀ i < n : obsBi (s) 6= ∗, (9)
lengthB(s) =∞ ⇔ ∀ n ∈ N : obsBn (s) 6= ∗. (10)

Let s, s′ ∈ Blist such that lengthB(s) 6= lengthB(s′). Then lengthB(s) = n or
lengthB(s′) = n for some n ∈ N. W.l.o.g. suppose that the first case holds true. By
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(9), obsBn (s) = ∗. If lengthB(s′) = ∞, then (10) implies a contradiction: obsBn (s) 6= ∗ =

obsBn (s). Otherwise lengthB(s′) = n′ for some n′ ∈ N with n′ 6= n. Let m = min(n, n′).
If n < n′, then by (9), obsBm(s) = obsBn (s) = ∗ 6= obsBn (s′) = obsBm(s′). Otherwise n′ < n

and thus by (9), obsBm(s′) = obsBn′(s
′) = ∗ 6= obsBn′(s) = obsBm(s). Hence (4) is valid for

t = obsm. o

Let C = {subtree}. νcoBintree ′ is isomorphic to the coBintree ′-coalgebra

B =def TreecoBintree,C(BA)

of C-colored coBintree-trees over BA (see Colored Σ-trees).

Let Z = Btree(X)∞ → Btree(X)∞. Bbtree can be represented as the set of partial
functions

t : 2∗ → X × Z
such that for all w ∈ 2∗ and b ∈ 2, if t(wb) is defined, then t(w) is defined.
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With respect to this interpretation, the destructors of coBintree ′ are interpreted as fol-
lows: For all t ∈ Btree,

forkB(t) =

{
∗ if t = Ω,

(λw.t(0w), π1(t(ε)), λw.t(1w)) otherwise,

subtreeB(t) = π2(t(ε)).

Let AX be given by the coBintree ′-formulas

∈btree(t) ⇒ ∈1+btree×entry×btree(fork〈t〉) ∧ ∈btreeblist(subtree〈t〉) (1)

∈btree×entry×btree(p) ⇒ ∈btree(π1〈p〉) ∧ ∈btree(π3〈p〉) (2)

∈btreeblist(f ) ⇒ ∈btree($w〈f〉) (3)

∈btree(t) ⇒ ∃ p, q : ([[x, y]fork ]t = [x]p ∧ $ε〈subtree〈t〉〉 = t) ∨
∃ p, q : ([[x, y]fork ]t = [y]p ∧

$0w〈subtree〈t〉〉 = $w〈subtree〈π1〈p〉〉〉 ∧
$1w〈subtree〈t〉〉 = $w〈subtree〈π3〈p〉〉〉) (4)

for all w ∈ 2∗. AX consists of inverse Horn clauses over coBintree ′ that satisfy the
assumptions of Restriction with a greatest invariant. Hence gfp(AX) = B. Let inv =∈B.

For all t, t′ ∈ invbtree,
subtreeB(t) 6= subtreeB(t′) implies uB(t) 6= uB(t′) for some u ∈ ObscoBintree,btree. (5)
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Proof.
Since B satisfies (4), inv satisfies the conclusion of (4) or, equivalently, the equations
(1)-(3) of 2.13. Hence t ∈ invbtree iff for all w ∈ 2∗,

subtreeB(t)(ε) = t, (6)
forkB(t) = (u, e, u′) implies subtreeB(t)(0 :w) = subtreeB(u)(w), (7)
forkB(t) = (u, e, u′) implies subtreeB(t)(1 :w) = subtreeB(u′)(w). (8)

It is easy to see that

• ObscoBintree,btree = {obsw | w ∈ 2+} where obsε = [0, [10]π2]fork and for all w ∈ N+,
obs0w = [0, [10 · obsw]π1]fork and obs1w = [0, [10 · obsw]π3]fork ,
• for all t ∈ Btree and w ∈ N∗, obsBw(t) = t(w) if t(w) is defined, and obsw(t) = ∗
otherwise. (9)

By (6)-(8) and the definition of B, for all t ∈ invbtree and v ∈ 2∗,

subtreeB(t)(v) = λw.t(vw),

and thus by (9),
subtreeB(t)(v) = λw.obsvw(t). (10)

Let t, t′ ∈ Bbtree and w ∈ 2∗ such that subtreeB(t) 6= subtreeB(t′). Then there are v, w ∈
2∗ such thatsubtreeB(t)(v)(w) 6= subtreeB(t)(v)(w). Hence by (10), λw.obsvw(t) 6=
λw.obsvw(t), and thus (5) is valid for u = obsBvw. o
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Let ∈A = νcoTree. Then A satisfies AX . Hence A ∈ Alg∈
coTree ′,AX and thus by Lemma

DESEXT (2), (6) and (7) imply ∈B |coTree
∼= νcoTree.
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