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One of the main preoccupations of mathematical logic is the mathematical study of mathematical
proofs. Typically, one studies their internal structure by means of the cut-elimination procedure.
One also thinks to be giving a “meaning” to the proofs of a fixed proof-system admitting a cut-
elimination procedure by giving a denotational semantics for it, that is, by finding invariants
to the dynamics. For a fixed proof-system – say some fragment of Linear Logic – we propose,
instead, to study its proofs by looking at their external structure: in fact, Linear Logic’s coherent
semantics interprets the proofs of a given formula A as faces of an abstract simplicial complex,
thus allowing us to see the set of the (interpretations of the) proofs of A as a geometrical
space, not just a set. This point of view has never been really investigated. A space coming
from the coherent semantics is, by construction, of a particular kind, namely it is a clique
complex, and thus its faces do not in general correspond to proofs of A. But actually, for any
“webbed” denotational semantics – say the relational one –, it suffices to down-close the set of
(the interpretations of the) proofs of A in order to give rise to an abstract simplicial complex
whose faces do correspond to proofs of A. Since this space comes triangulated by construction, a
natural geometrical property to consider is its homology. However, we immediately stumble on
a problem: if we want the homology to be invariant w.r.t. to some notion of type-isomorphism,
we are naturally led to consider the homology functor acting, at the level of morphisms, on
“simplicial relations” rather than simplicial maps as one does in topology. The task of defining
the homology functor on this modified category can be achieved by considering a very simple
monad, which is almost the same as the power-set monad; but, doing so, we end up considering
not anymore the homology of the original space, but rather of its transformation under the action
of the monad. Does this transformation keep the homology invariant ? Is this transformation
meaningful from a geometrical or logical/computational point of view ? We do not know the
answers to these questions yet, so this work only sets up a curious question; nevertheless we
think that the perspective considering the whole of the proofs of a given formula as a geometrical
space – not only a set – could be of interest.

1 A natural question

An abstract simplicial complex X (asc for short) is the data of a (at most countable) set ∣X ∣
and a ⊆-initial segment SX of P∗

fin(∣X ∣) s.t. SX ⊇ {{a} ∣ a ∈ ∣X ∣}. The set ∣X ∣ is called the web
of X and its elements are the vertices of X. The elements of SX are the simplices of X. The
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Figure 3: The proofs πijm

subsets y of a simplex x of X are the faces of x (thus, faces are simplices). The elements of
P∗

fin(∣X ∣)−SX are called the non-simplices ofX. Famous asc’s are ∆n ∶= ({0, . . . ,n},P∗({0, . . . ,n}))
and Sn−1 ∶= ({0, . . . ,n},S∆n −{0, . . . ,n}). An asc X can be geometrically realized as a topological
space Geo(X) inside RCard(∣X ∣) via a standard and well known construction [2]. For example,
∆n becomes the standard n-simplex (∆1 the segment between (1,0), (0,1) in R2, ∆2 the filled
triangle of the vertices (1,0,0), (0,1,0), (0,0,1) in R3 etc.), Sn−1 becomes the border of Geo(∆n),
homeomorphic to the (n− 1)-sphere. The natural notion of morphism between asc’s is that of
simplicial maps: maps f ∶ ∣X ∣→ ∣Y ∣ sending simplices of X to simplices of Y . We denote this
category with ASC.

Coherent spaces (cs’s for short) [1] are exactly the asc’s s.t. any ⊆-minimal non-simplex has
cardinality 2. They are well known in geometry under the name of flag asc’s. We can interpret LL
within the coherent semantics J⋅K, so a formula A becomes a space Geo(JAK) ⊆RCard(∣JAK∣) and its
proofs, which are cliques of the coherent space, become simplices of the space. For example, take
the MALL formula Bool ∶= 1⊕1 and write Bool&k ∶=Bool&⋯&Bool (k times). Let us consider first
Bool&2. If we call {T1,F1,T2,F2} its web, then JBool&2K is the graph (in the usual sense that the web
is given by the vertices and the simplices by the cliques) in Figure 1. When realized geometrically,
we get the circle S1 (modulo homeomorphism). Now take Bool&3. If we call {T1,F1,T2,F2,T3,F3}
its web, then JBool&3K is given by the graph in Figure 2. The maximal cliques of this graph are
the 8 “faces of the octahedron”, so when realized geometrically we get the sphere S2 (modulo
homeomorphism). Observe that in the previous examples, all the simplices of the asc JBool&kK
are “witnessed” by a proof of ⊢Bool&k, in the sense that any simplex is contained in some proof.
This is due to the fact that the maximal cliques are exactly the interpretation of some proof. For
instance, for k = 3, it is easy to see that in MALL there are exactly the 23 = 8 cut-free proofs of
Bool&3 given in Figure 3, for i,j,m = 1,2. Now it is easily seen that, setting ah1 = Th and ah2 =Fh for
h = 1,2,3, one has JπijmK = {a1

i ,a
2
j ,a

3
m}, that is, the 8 faces of the octahedron.

However, the fact that all the cliques are witnesses by a proof (in the previous sense) is due
to the simple cases we have considered. In fact, it is not always the case: take for instance
“Gustave’s formula” G ∶= (1⊕(1&1))`(1⊕(1&1))`(1⊕(1&1)) of MALL. If we call {�,T,F} the
web of J1⊕(1&1)K, then JGK has web ∣G∣= {�,T,F}3. Let us call a1 ∶= (�,T,F ),a2 ∶= (F,�,T ),a3 ∶=
(T,F,�) ∈ ∣G∣. Now, it is easily seen that there are MALL proofs π1,2,3 ∶⊢ 1⊕(1&1) s.t. Jπ1K⊇ {a2,a3},
Jπ2K ⊇ {a1,a3} and Jπ3K ⊇ {a1,a2}. So each of the previous three sets is an edge of JGK, and the
definition of coherence space forces thus x ∶= {a1,a2,a3} to be a 2-simplex of JGK. But it can be
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proven that there is no MALL proof of G whose coherent semantics contains the whole x.
Differently said, the geometry of the asc JAK in general does not reflect the existence of proofs of A,
since coherent spaces “fill” unnecessary n-holes: there are simplices that do not come from proofs.
In order to have a faithful geometrical representation of the (interpretation of the) proofs, we propose
to consider the sub-asc [A] of JAK given by the web ∣[A]∣∶= ∣A∣ and simplices S[A] ∶= {x⊆ JπK ∣π ∶⊢A}.
In [A], every simplex does come from a proof, in the sense that it is a face of the interpretation
of a proof (i.e. it is contained in it). Remark that the construction of [A] makes sense if J⋅K is
any “webbed semantics” of LL, not just the coherent one. We think of [A] as the “canonical”
geometrical object associated with any such semantics J⋅K. Remark also that [A] is, of course,
determined by the formula A, but only in the fact that (for a fixed system – here we took MALL)
a formula determines its proofs. More precisely, [A] provides the geometrical organisation of the
interpretations of the proofs of A as an asc (so a pedantic notation for [A] would be something like
[ProofsJ⋅K(A)]). Our aim is to relate, if possible, geometrical properties of the asc [A] with proof-
theoretical/computational properties of A (read: of the proofs of A). For instance, the geometrical
property of having a “n-hole” (the presence of a non-simplex), is determined by the absence of
suited proofs (as it happens for [G], in contrast to what we have seen for JGK). Until now our
“running example” was the coherent semantics; from now on it will be the relational semantics.

A tool to study the n-holes of an asc is provided by (simplicial) homology, which we quickly recall:
Definition 1. A chain complex on Z is the data of a sequence of Z-modules Mk together with
linear maps ⋯ ∂k+2ÐÐ→Mk+1

∂k+1ÐÐ→Mk
∂kÐ→Mk−1

∂k−1ÐÐ→⋯ such that ∂k ○∂k+1 = 0.
Definition 2. Let (Mk,∂k)k∈N be a chain complex. Elements of Im(∂k+1) are called k-boundaries
and elements of Ker(∂k) are called k-cycles. Both are sub-Z-modules of Mk. By definition of chain
complex, a k-boundary is a k-cycle, so the (abelian) group structure of Im(∂k+1) forms a subgroup
(thus, normal) of Ker(∂k), and we can take the abelian quotient group Hk ∶= Ker(∂k)/Im(∂k+1)
which is called the k-homology group of (Mk,∂k)k∈N. Its elements are called k-homology calsses on
Z and are the cosets γ + Im(∂k+1) for γ ∈Ker(∂k). The group Hk inherits a structure of Z-module
via the multiplication in Ker(∂k).
Definition 3. A chain map from a chain complex (Mk,∂k)k∈N to a chain complex (M ′

k,∂
′
k)k∈N is

the data of a sequence of linear maps ϕk ∶Mk →M ′
k commuting with borders, that is, such that one

has the commutative diagrams: ϕk ○∂k+1 = ∂′k+1 ○ϕk+1 Chain complexes on Z with chain maps as
morphisms form a category, denoted ChainZ.
Remark 1. Every chain map ϕ= (ϕk)k∈N from a chain complexM = (Mk,∂k)k∈N to a chain complex
M ′ = (M ′

k,∂
′
k)k∈N induces linear maps Hkϕ ∶Hk(M)→Hk(M ′) setting, for all k-cycles γ in M ,

Hkϕ(γ+Im(∂k+1)) ∶=ϕk(γ)+Im(∂′k+1). We have thus a functor Hk ∶ChainZ→ModulesZ (where the
latter is the category is of Z-modules and linear maps).
Remark 2. Any functor F from a category A to ChainZ induces functors Hk ○F ∶A→ ModulesZ.
In algebraic topology one defines the chain-modules CkX of the oriented k-simplices and boundary
operators ∂k+1 ∶ Ck+1X → CkX associated with an asc X. In the following, we consider these con-
structions known by the reader (otherwise, see [2]). Those form a chain-complex CX ∶= (CkX,∂k)k∈N
on Z, which extends to a functor C ∶ASC→ChainZ. We can thus consider functors Hk ○C ∶ASC→
ModulesZ (take A ∶=ASC and F ∶= C) obtaining the k-homology Z-modules Hk(X) of an asc X.

In the framework of denotational semantics, however, one is typically led to consider a “relational
based” notion of morphisms, rather than a functional one – for instance, the relational semantics
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interprets a proof as a (simplicial) relation, not as a simplicial map. The question is, thus, what
kind of morphism should we consider between the asc’s ? Said with the notation of Remark 2,
what should we take as our category A and functor F? A natural request the answer should
satisfy, would be to make the homology modules be type-isomorphism invariants (two formulas
A,B are type-isomorphic iff there are proofs π ∶ A ⊢B and π−1 ∶ B ⊢A s.t. cut(π,π−1)↝ axA and
cut(π−1,π)↝ axB). This happens to be a non-trivial problem: in the following we show how some
“direct” tries fail, and how we can finally achieve this property, but with a drawback.

2 Hints on the possible solutions

The first idea is to take A ∶=RelASC, the category whose objects are the asc’s and whose morphisms
are the simplicial relations, that is, the elements of RelASC(X,Y ) are the t ⊆ ∣X ∣×∣Y ∣ s.t. t ⋅σ ∈ SY
for all σ ∈ SX, where for a σ ⊆P∗

fin(∣X ∣) we set: t ⋅σ ∶=⋃a∈σ t+(a) and t+ ∶ ∣X ∣→P(∣Y ∣) is given by
t+(a) ∶= {b ∈ ∣Y ∣ ∣ (a,b) ∈ t}. This is because the relational semantics interprets a type A as a set JAK
and a proof π ∶⊢A⊸B as a subset JπK ⊆ JAK× JBK satisfying the following “simplicial property”:
JπK ⋅σ ∈ [B] for all σ ∈ [A]. The natural choice for F now would be FX ∶= CX, Ft ∶= (Fkt)k with
Fkt ∶CkX→CkY given by extending by linearity the association: Fkt(a0, . . . ,ak) ∶=∑(b0, . . . ,bk) where
the sum is on all the oriented simplices (see [2]) (b0, . . . ,bk) s.t. (ai,bi) ∈ t for i = 0, . . . ,k. However,
such Ft is not a chain map (it does not commute with borders), and F is not even functorial from
RelASC to ChainZ. Already one would suffice to invalidate the construction, but let us show both.
- Non chain map: takeX =S1 (alsoX =∆2 works) with web {a0,a1,a2}, Y =∆2 with web {b0,b1,b2},
and t ∈RelASC(X,Y ) given by the set {(a0,b0),(a0,b1),(a1,b1),(a2,b2)}. Now it is easily seen that,
for instance, ∂1(F1t(a0,a2)) = 2(b2)−(b0)−(b1) ≠ (b2)−(b0)−(b1) = F0t(∂1(a0,a2)).
- Non functoriality: take asc’s X,Y ,Z with X containing a vertex a, Y an edge {b,b′} and Z a
vertex c. Now take s ∶= {(a,b),(a,b′)} ∈ RelASC(X,Y ) and t ∶= {(b,c),(b′,c)} ∈ RelASC(Y,Z). We
have: F0(t○s)(a) = (c) ≠ 2(c) = F0t(F0s(a)).

The problems seem to be related to the fact the relational semantics is qualitative and not
quantitative. So we could think to consider a quantitative one, such as the matrix semantics. It
interprets a type A as the relational semantics, but a proof π ∶⊢A⊸B as a N-matrix on ∣A∣× ∣B∣, that
is, a function t ∶ ∣A∣× ∣B∣→N. Let us write tab for t(a,b) and ta for the multiset ta ∶ ∣B∣→N, ta(b) ∶= tab.
Now we could think to consider the category A ∶= MatrixASC of asc’s and morphisms from X to
Y the matrices t on ∣X ∣×∣Y ∣ s.t. ⋃

a∈σ
support(ta) ∈ SY for all σ ∈ SX. The natural choice for F now

would be as before, but by taking into account coefficients in the action on the morphisms, setting:

Fkt(a0, . . . ,ak) ∶=∑(
k

∏
i=0
taibi

)(b0, . . . ,bk). However also this fails to form a chain map. In fact, take

X = Y = S1 (or also ∆1 would work) with vertices {a0,a1,a2}, and take t ∈ MatrixASC(X,X) the
matrix in Figure 4. It is a simple verification that one has: ∂1(F1t(a0,a1))= ∂1(a1,a2)= (a2)−(a1)≠
−(a0) = (ta1a0 − ta0a0)(a0)+(ta1a1 − ta0a1)(a1)+(ta1a2 − ta0a2)(a2) = F0t(∂1(a0,a1)).

Since also the previous construction did not work, we could now try to impose some constraint
on the morphisms, by considering the more exotic setting of coherence asc’s, that is, the data X
of an asc X = (∣X ∣,SX) and of a cs cs(X) = (∣X ∣,⌢X) (on the same web). It is easily checked that
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a0 a1 a2
a0 1 0 1
a1 0 0 1
a2 1 0 0

Figure 4: The counterexample matrix
{a} {b}

{c}
{a,c} {b,c}

{a,b}

Figure 5: S1 in red and IS1 in black

coherence asc’s form a category, where the morphisms from X to Y are the cliques t ⊆ ∣X ∣×∣Y ∣ of
the cs cs(X)⊸ cs(Y ) that are also simplicial relations from X to Y . In this setting, the natural
way to define F is as in the case of relational semantics. But this fails again to be a chain map,
because we can reproduce the same exact counterexample: take X the asc X = S1 with the trivial
coherence – only the singletons are coherent with themselves – and take Y the asc Y =∆2 with the
trivial coherence plus b0 ⌢ b1. Now the same exact t of the previous case is a counterexample for
the commutation with the borders.

We show now our (partial) solution. We consider again the category A ∶=RelASC, we transform a
simplicial relation into a simplicial map, and finally we rely on the standard topological construction
of C on ASC in order to get a homology functor. The price to pay is that, in such transformation,
we also transform the considered asc.
Definition 4. We define the following endofunctor I on ASC. If X is an asc, then IX is the asc
with web ∣IX ∣ ∶= SX and k-simplices the sets {u0, . . . ,uk} ⊆∗fin SX s.t. ⋃ki=0ui ∈ SX. If f ∶ ∣X ∣→ ∣Y ∣
is a simplicial map from X to Y , then If ∶ SX → SY is given by the direct image: If(u) ∶= fu.
Proposition 1. The endofunctor I forms a monad on ASC with unit ε ∶ id⇒I and multiplication
µ ∶ I 2 ⇒ I whose components are respectively: εX ∶ ∣X ∣→ SX given by εX(a) ∶= {a}, and µX ∶
SIX → SX given by µX(U) ∶= ⋃

u∈U
u.

Proposition 2. There is an equivalece of categories between RelASC and the Kleisli category ASCI

of I , which is given by the functor (⋅)+ ∶RelASC→ASCI defined by X+ ∶=X and, for a simplicial
relation t ⊆ ∣X ∣×∣Y ∣, t+ ⊆ ∣X ∣×SY is the function t+ already defined in the first lines of Section 2.

We have thus the following functors and, with the notation of Remark 2, we are taking F =
C ○RI ○(⋅)+.

RelASC ASCI ASC ChainZ ModulesZ
(⋅)+

≅
RI C Hk

where RI is part of the Kleisli adjunction LI ⊣RI . That is, RIX ∶=IX and RI f ∶= µY ○If .

Now, by using the relational semantics J.K interpretation functor, we get:
Corollary 1. If A and B are isomorphic types, then Hk(I [A]) ≅Hk(I [B]).

Comments and questions We declared that our interest is the study of the geometry of the
asc [A], and we tackled it by regarding its homology. Because of the constraint to take simplicial
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relations as morphisms instead of simplicial maps, we find ourself able to talk in a satisfactory
(functorial) way only about the modified asc I [A]. Therefore the question is: what is the relation
between IX and X, or at least between the geometry of IX and that of X, for whatever “geom-
etry” could mean ? It is immediate to check that I∆1 =∆2. Therefore IX makes the dimension
grow and thus, in general, the geometric realizations are not homeomorphic. Figure 5 shows another
interesting example. We remark that, even if their geometric realizations are not homeomorphic,
for the above examples we still have that Geo(IX) retracts onto Geo(X). Therefore, in this very
simple cases, the homologies of X and of IX remain the same. Is this always the case? If not, we
think that the case IS2 would be enough to find a counterexample (but drawing it by hand seems
already too complicated; maybe softwares such as SAGE could help here). Is the transformation
I meaningful from a geometric point of view? Is it from a logical/computational one?
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