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## Lemma (EPRS)

Given an orbit $\mathcal{O}$ in fence $\breve{F}(\alpha)$ with corresponding $\alpha$-tiling

$$
\chi(\mathcal{O})=\sum_{i=1}^{s}\left(b_{i} \alpha_{i}-b_{i}+r_{i}\right)
$$
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1. If $x$ is unshared and $y, z$ are the shared elements on the same segment $S_{i}$ then $\alpha_{i} \chi_{x}+\chi_{y}+\chi_{z}$ is 1-mesic.
2. For $\breve{F}(a, b)$ all orbits $\mathcal{O}$ have size $\ell=\operatorname{lcm}(a, b)$ except one $\mathcal{O}^{\prime}$ of size $\ell+1$. For the orbits of size $\ell$ we have $\chi(\mathcal{O})=\frac{2 a b-a-b}{\operatorname{gcd}(a, b)}:=m$. For the other orbit $\chi\left(\mathcal{O}^{\prime}\right)=m+1$.
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Let $P^{*}$ be the dual of poset $P$. Suppose $P$ is self dual so that $P \cong P^{*}$. Thus there exists and order-reversing bijection $\kappa: P \rightarrow P$. Define the ideal complement of $I \in \mathcal{I}(P)$ as
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where $c(S)=P-S$ for any $S \subseteq P$. Note that $\# I+\# \bar{I}=\# P$.
Ex. $\quad \kappa\left(x_{i}\right)=x_{9-i}$
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Theorem (EPRS)
Let $P$ be self-dual with $n=\# P$, and fix an order-reversing bijection $\kappa: P \rightarrow P$. Let $I \in \mathcal{I}(P)$.

1. If $I, \bar{I} \in \mathcal{O}$ for some orbit $\mathcal{O}$, then
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\frac{\hat{\chi}(\mathcal{O})}{\# \mathcal{O}}=\frac{n}{2}
$$
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Corollary (EPRS)
If $P$ is self-dual with $n=\# P$ then $\hat{\chi}$ is (n/2)-mesic on superorbits.
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For $\hat{\chi}$ one can not use our results on self-dual posets since $I$ and $\bar{I}$ are not always in the same orbit.
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Question
Let $F=\breve{F}(\alpha)$ with $\alpha$ palindromic. Find necessary and/or sufficient conditions on $\alpha$ for the black or the red tile sequences to be palindromic for all rowmotion orbits.

MERCI POUR VOTRE (HOMOMÉSIQUE?) ATTENTION!

