Formalizing UML State Machines Semantics for Formal Analysis—A survey (PRELIMINARY VERSION)

Liu Shuang et al.
National University of Singapore
lius87@comp.nus.edu.sg

March 21, 2014
Abstract

UML state machines are widely used in modeling the dynamic behavior of object-oriented designs in industry. UML state machines specification, which is maintained by Object Management Group (OMG), is documented in natural language instead of formal language. The inherited ambiguity of natural language introduces inconsistencies to the resulting state machine model. Formalizing UML state machine specification can solve the ambiguity problem and provide a uniformed view to software designers and developers. It would also provide a foundation for automatic verification of UML state machines models, which can help to find software design vulnerabilities at an early stage and reduce the development cost. In this report, we provide a comprehensive survey of existing work related to formalizing UML state machines semantics for the purpose of conducting model checking on the design models. We have also surveyed tools which have been developed for this purpose.
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1 Introduction

UML state machines, an object-oriented variation of Harel Statechart [Har87], are often used to model the dynamic behaviors of a system. The UML specification, published and managed by the Object Management Group (OMG) [OMG], introduces ambiguities and inconsistencies, which are tedious for manual detection or be verified automatically due to the lack of formal semantics. Defining formal semantics for UML state machines has been capturing more and more attention in the past decades. The benefit of a formal UML state machine semantics is threefold. Firstly, it allows more precise and efficient communication between engineers. Secondly, it yields more consistent and rigorous models. Lastly and most importantly, it enables automatic formal verification of UML state machine models through techniques like model checking, which guarantees the verification of important properties of a system in the early development stage. This results in a possible reduction in the overall cost of the software development cycle.

During the past few decades, a number of works appeared in the literature, which provide formalization for UML state machines for the purpose of model checking UML state machines. Those approaches adopt different semantic models, support different subset of UML state machines features and only a few of them provide tool supports. The existing approaches can be divided into two categories:

1. approaches that directly provide an general operational semantics for UML state machines, and

2. approaches that translate UML state machines into some specific formal languages.

The first kind of approaches provide general operational semantics for UML state machines in terms of inference rules, which is a standard format of formalizing operational semantics. The second kind of approaches provide translation rules from UML state machines to some existing specific language. These kind of approaches usually aim at adopting the formal verification power of the existing specific language, such as Promela [Proc], Petri Nets etc.

Several previous survey papers [PB04, CD05b, LRS10] summarize approaches related to UML state machine formal semantics and automatic verification. Bhaduri et al. [PB04] summarized approaches which translated variants of statechart\(^1\). (including STATEMATE statechart and UML statechart) into input languages of SMV [CCG+02] and Spin [SPI] model checkers. Crane and Dingel [CD05b], provide a categorization and comparison of

\(^1\)There are variants of statechart diagrams, such as Harel statechart [Har87], STATEMATE statechart [HN96], etc. A comparison of the semantic differences can be found in [CD05a]
26 different approaches of formalizing UML state machine semantics (including denotational and operational semantics). Lund et al. [LRS10] surveyed existing works on formalizing UML sequence diagram-like and state machine diagram-like semantics. The survey focused more on sequence diagrams and it selectively discusses some representative approaches.

Since a large number of works have been published in this area of providing directly or indirectly verification support for UML state machines and there is no recent survey paper which summarizes these approaches (The work in [CD05b] is the most related in this aspect, but it is out-of-date and does not cover some related approaches.), we believe it is important to provide a comprehensive study and comparison on existing works which provide operational semantics for UML state machines, especially those contribute to formal verification of UML state machines.

In this paper, we provide a survey of existing approaches which aim at providing formalization for UML state machines (instead of the other variants of statecharts), especially for the purpose of providing verification support for UML state machines. Our survey provides comparisons of those approaches in two dimensions. The first dimension is the semantic model used by the approaches. For the second dimension, we also compare those approaches on the covered features, such as communication aspects, event pool mechanisms and tool supports to automatically verify UML state machines.

The contribution of the survey is three-fold. Firstly, it provides an overview of the status of researches in the area of formalizing UML state machines semantics. Secondly, it provides a study of tool supports for formal verification of UML state machines models. Lastly, it identify future directions of research in this area.

The rest of this report is organized as follows. Section 2 discusses the related surveys in the literature. Section 3 provides the categorization criteria of our survey. Section 4 and Section 5 discuss formalization approaches and translation approaches separately. In Section 6, we surveyed the existing tools which support formal verification of UML state machines. We conclude the paper in Section 7.

2 Related Works

There are some surveys [PB04, CD05b, LRS10] which summarize existing approaches on formal semantics and verification of UML state machines2. Each has a different view and coverage scope on existing works.

In 2004, Bhaduri et al. [PB04] summarized approaches which translated variants of statecharts (including STATEMATE statechart and UML stat-
echart) into input languages of SMV and Spin model checkers. The survey only covers a subset of approaches, with detailed descriptions and discussions about each individual work. The paper also discuss possible future research directions, such as adopting slicing, abstraction-based approaches or compositional verification approaches to reduce the state space in model checking, explore abstractions on environments etc. The paper only lists a subset of works which translates statecharts into SMV or Spin model checkers. It does not provide any comparisons among those works or conclusive comments on those works.

In 2005, Crane and Dingel [CD05b], provide a categorization and comparison of 26 different approaches of formalizing UML state machine semantics. They categorized those approaches based on the underlying formalism used and conducted comparisons on other dimensions such as UML state machines feature coverage, tool support etc. This paper provides a high-level comparison and discussion on different aspects of the existing 26 approaches. Though the amount of work discussed is not large, it covers different kinds of approaches and provides a good way to categorize those approaches. The categorization of the work is wide, but the coverage within each categorization is too narrow, a lot of translation based approaches are not included. Moreover, the survey is out of date and does not include recent works.

In 2010, Lund et al. [LRS10] surveyed existing works on formalizing UML sequence diagram-like and state machine diagram-like semantics. The survey does not focus on a thoroughly coverage of all the existing approaches; instead, it selectively discusses some representative approaches which fall in one of their categorization criteria. There are two dimensions of categorization. The main dimension is the style of the semantics, namely denotational semantics and operational semantics. The second dimension captures features such as real-time or probability. The focus is on both sequence diagram and state machine diagrams. Though the survey provides new comparison criteria such as the supported properties, refinement support, etc., it covers a limited number of approaches, especially for the UML state machine part. Moreover, no formal verification tool support information for UML state machines is discussed.

We notice the following from these surveys.

1. There are a lot of works, especially 7 recent works, that are not covered by any of these surveys.

2. There is no survey focusing specifically on formalization of UML state machines for the practical application purpose, i.e., formal verification of UML state machines.

This motivate us to provide a survey, which covers works that focus on providing formalization for UML state machines, especially for the purpose of formal verification. Tool supports for such verifications are also provided.
3 Categorization Criteria

In this paper, we survey works on providing operational formalization for UML state machines. Since all the approaches of this kind aim at providing foundations for tool supports of verification of certain kind. Some of them are more general, i.e., they directly provide operational semantics for UML state machines in the form of inference rule or SOS (structured operational semantics) so that any kind of verification tools can be developed based on it. There are also other works which conduct an indirect approach. They translate UML state machines into a specific specification language, which usually have formal verification tool supports.

Based on the above observations, we decide to categorize the surveyed approaches in two dimensions. The first and main dimension is whether the approach is a direct or indirect approach.

As the second dimension, we compare the surveyed works on the features supported, semantic models used, UML specification version, etc. Moreover, we link the approaches with tool supports which are based on those approaches, hence provides a good reference for readers who want to do use those tools.

4 The Translating Approaches

A popular approach to formalize UML state machines is to provide a translation to some existing formal languages (such as Petri nets [JK09] or Abstract State Machines [ER03]), or to the input languages of model checkers (such as Spin, SMV, UPPAAL [UPP]). Those formal languages have their own operational semantics. This kind of approaches can be regarded as an indirect way of providing formalizations for UML state machines. The purpose of this kind of approaches is more explicit, i.e., to utilize existing verification techniques and tools for UML state machines verification. So we regard these approaches as translation approaches and summarize them in this section.

We categorize these approaches based on the target formal languages they adopt, viz., abstract state machines (Section 4.1), Petri nets (Section 4.2), and translation to the input modeling language of model checkers (Section 4.3). We summarize the translation-based approaches in Section 4.4.

4.1 Translation into Abstract State Machines

Abstract State Machines (ASMs) can offer the most general notion of state (which abstract away from graphical form) in the form of structures of arbitrary data and operations which can be tailored to any desired level of
abstraction. State machines’ configuration changes are represented by transition rules, which consists of conditions and update functions. On the other hand, the notion of multi-agent (distributed) ASMs can naturally reflect the interaction between objects [ER03]. Spielmann [Spi00], Castillo and Winter [GDC00] and recently Klünder et al. [BKKS08] provide theoretic and tool support of model checking abstract state machines.

Translating into ASM

Börger et al. [BCR00, BCR03, BCR04] are among the pioneers in formalizing UML state machines into ASMs. ASM contains a collection of states and a collection of rules (conditional, update, Do-forall etc) which update those states. The work [BCR00] in this direction was proposed in 2000. The syntax model is a tuple, which captures the attributes and associations of a construct (states, transitions, etc). This approach covers most UML state machines features, including deferred events, completion events and internal activities associated with states which are mostly left out by other approaches. But pseudostates such as fork, join, junction, choice, terminate are not considered. In contrast, the authors argue that these constructs can find their semantically equivalent constructs in their defined subset, where they use a transition from (resp. to) the boundary of an orthogonal composite state to replace the join (resp. fork) pseudostates. But with a join (resp. fork) pseudostate, we can decide which substates of the target orthogonal composite state are going to be entered simultaneously, while this semantic meaning is not expressible by the “equivalent” method they provide.

In 2003, another work [BCR03] extends [BCR00] to support transitions from and to orthogonal composite states in the context of event deferral and RTC step.

In 2004, Börger et al. [BCR04] provided some further discussions about the ambiguities in the official semantics of UML state machines [UMLa] and their solutions. The works by Eörgér et al. [BCR00, BCR03, BCR04] cover a large set of features and the formalization is easy to follow due to the abstract feature of ASM notations. But no automatic translating tool has been developed based on these work so far.

Another approach [CGHS00] which translates UML state machines into ASMs was proposed by Compton et al. To be precise, this work translates UML state machines into extended ASMs, in which ASMs are extended to represent inter-level transitions with multiple transitions which do not cross any boundary of states. This extension makes it easier to deal with interruptions; it also makes the formalization procedure more structured.

\[^{3}\text{The orthogonal composite state acts as the main source/target state of the transition, i.e., the source/target of the transition can be a substate of the orthogonal composite state at any depth.}\]
and layered (since inter-level transitions break the hierarchical structure of UML state machine and such a decomposition of inter-level transitions into multiple transitions preserve such an hierarchical structure). It shares a similar idea with [BCR00, BCR03] in the rest of translation procedure. Agents are used to process executions of UML state machines. An activity agent is used to model the execution of an activity associated with a node. The execution of agents are divided into different modes, which indicates what kind of rules (operations) the current agent should take.

Jürjens [Jür02] provided a semantics in the form of abstract state machines in 2002. The focus of this work is not on supporting various features of UML state machine. Instead, they rather focus on the communications aspects between state machines. The work explicitly models the message (with parameters) passing between state machines as well as the event queue.

**Translating into variant of ASM**

Jin et al. [JEJ04] (2004) provided an approach which syntactically defines UML statecharts as attributed graphs which are described using the Graph Type Definition Language (GTDL). They further provide some constraints in the form of predicates to specify the well-formedness rules of statecharts, which is considered as the static semantics of a UML statechart. The semantic domain is defined as an Object Mapping Automaton (OMA [JK98]), which is a variant of ASMs. Given the abstract syntax (of the attributed graph) of a well-formed statechart, they first “compile” it into OMA algebraic structures, which specifies “advanced static semantics” of a UML statechart. Based on OMA algebraic structures, two rules (viz., the initialization rule and the run-to-completion rule) are defined to describe the dynamic behavior of a UML statechart. The syntax and semantics provided by this approach, benefiting from the highly compatibility of the abstract syntax of attributed graph with UML statecharts, are more intuitive and easy to follow. But this approach supports a limited subset of UML statecharts features and does not even include concurrent composite states as well as choice vertexes.

To summarize, approaches translating UML state machines into ASMs tend to support more advanced features such as orthogonal composite states, completion/defer events, fork/join/history/choice pseudostates and inter-level transitions. The reason may be that ASMs are more flexible in terms of syntax format as well as update rules and are more suitable to express the non-structured feature of UML state machines.

**4.2 Translation into Petri Nets**

Petri nets is a mathematical modeling language with formal semantics. There are a variety of different Petri nets based on the application domain.
Colored Petri Nets (CPN) [JK09] are a special case of Petri nets in which the tokens identifies attributes (types). As a result, it leads to a more clear and simple representation. Several approaches [Gom00, BP01, CKZ11, ACK12] in the literature translate UML state machines into (Colored) Petri nets. We review them in the following.

Robert et al. [Gom00] (2000) present an approach which uses CPN to model and validate the behavior characters of concurrent object architectures modeled by UML. The authors discuss how to map active/negative objects as well as message communications into CPN. Synchronous as well as asynchronous communications are discussed in message communications. Though not specifically dealing with UML state machines, this paper provides a general idea of transforming UML diagrams to (Colored) Petri nets.

Luciano et al. [BP01] (2001) propose another approach to formalize UML with high-level Petri nets, i.e., Petri nets whose places can be refined to represent composite places, and class diagrams, state diagrams and interaction diagrams are considered. Customization rules are provided for each diagram. But the authors do not provide details about those customization rules; instead, they illustrate the steps with the Hurried Philosopher Problem. The analysis and validation are also discussed, especially how to represent in UML the properties (such as absence of deadlocks, fairness etc.), as well as how to translate them into Petri nets representations.

Trowitzsch and Zimmermann [TZ05] (2005) proposed to translate a subset of timed UML state machines into Stochastic Petri nets. The work [TZ05] uses stochastic Petri nets, which contain exponential transitions, making it more suitable to model time events. The approach does not cover many UML state machines features, but time events are discussed.

Choppy et al. [CKZ11] (2011) propose an approach that formalizes UML state machines by translating them to hierarchical colored Petri nets. They provide a detailed pseudo algorithm for the formalization procedure. They map simple states of UML state machine into Petri nets places and composite states of UML state machine into composite Petri nets places. Transitions in UML state machines are mapped to arcs in Petri nets and corresponding triggering events are properly labeled. An extra place called Events is modeled with an event place in Petri nets, with each type of event assigned different color type. Entry and exit actions of UML state machines are modeled with an arc in Petri nets which is labeled with the proper event type and ends in the event place. Though the mapping from UML state machines to HCPN is clearly expressed compared to [BP01], a very limited subset of UML state machines features are supported: only the very basic features such as simple state, composite state, transitions, triggering event and entry/exit actions are discussed. How to type the events, and how to deal with concurrency invocations of a concurrent composite state are not discussed.

André et al. [ACK12] (2012) propose an approach different from the work
by Choppy [CKZ11], and support a larger subset of UML state machine features, including state hierarchy, internal/external transitions, entry/exit/do activities, history pseudostates, etc. However, a limitation of that approach is that concurrency is left out: hence fork and join pseudostates, as well as synchronous communication between state machines is not considered.

Petri net is used in modeling work flow in industry. It is more rigorous benefiting from its mathematical supporting. But it is always hard for non-experts to understand. With automatic translators from UML state machines to Petri net, we can benefit from the rigorous verification power of existing Petri net verification tool. However, approaches translating UML state machines to Petri net usually cover a small subset of UML state machine features.

4.3 Translation into the Input Language of Model Checkers

Another kind of approaches consists in translating UML state machines into the modeling language of some model checkers (Spin, SMV, FDR or PAT). Bhaduri et al. [PB04] provide a good (though now somehow outdated) survey on this kind of approaches. But it focuses on many variants of Harel’s statechart [Har87, HN96, HLN+90], such as RSML or UML. We rather focus specifically on UML state machine, which is the object-oriented variant of Harel’s statecharts.

In this section, we perform a detailed survey of this kind of approaches. We sort the different approaches based on the model checker’s input language they adopt: Spin, SMV, and other model checkers.

Approaches Based on Spin

Latella et al. are among the first few researchers who contributed to the formal verification of UML state machines. They utilize Extended Hierarchical Automaton (EHA) as an intermediate representation of UML state machines; then they define formal semantics of EHA with Kripke structures as the semantics domain [DIM99] (1999). Based on this formalization work [DIM99], they proceed one step further in [LMM99] (1999) by providing translations from UML state machines to PROMELA, the input language of the Spin model checker. The translation function takes a hierarchical automaton as input and generates PROMELA code as output. This approach uses STEP PROMELA process to simulate a run to completion step in UML state machines, which includes dispatching of events from the environment; identify candidate transitions to fire; solve conflicts and select firable transitions; actual execution of the selected transitions (including identifying the next configuration after execution of the current transition and maybe side effects, which are events generated during the execution of actions associated with the transition). The run to completion step in UML
state machine is, as indicated by the name itself, non-interruptable (but can be stopped\textsuperscript{4}). This is guaranteed by the PROMELA atomic command. The translation process is structured since it is based on the pre-defined formal semantics of EHA [DIM99]. The authors also provide proof for the translation to guarantee the correctness of the procedure.

Timm et al. [SKM01] (2001) provided a method to model checking UML state machines as well as collaborations with the other UML diagrams. They compile UML state machines into a PROMELA model and collaborations into sets of Büchi automata, and then invoke the Spin model checker to verify the model against the automata. Each state in the state machine is mapped to an individual PROMELA process. Two additional PROMELA processes are generated to handle event dispatching and transitions. The event queue is modeled as buffered channels and communication among processes are modeled via unbuffered channels, i.e., they are synchronized. This approach further considers the consistencies between UML diagrams, i.e., collaboration diagram and state machine diagram. The possible communications among objects shown in a collaboration diagram should be consistent with the dynamic behavior represented in the state machine diagram. By translating collaboration diagrams into sets of Büchi automata, which is the form of property to be checked against the model, this approach cleverly checks the consistencies between the two diagrams.

Jussila et al. [JDJ+06] (2006) provide an approach to translate UML state machines into PROMELA. This approach considers multiple objects interacting with each other. The translation is based on a formally defined semantics of UML state machines. It supports initial and choice pseudostates as well as deferred and completion events. It further provides an action language, a subset of the Jumbala [Dub06] action language, that is used to specify guard constraints and the effects of transitions of a UML state machine. The authors implemented a tool called PROCO, that takes a UML model in the form of XMI files and outputs a PROMELA model.

Carlsson and Johansson [ML09] (2009) have designed a prototype tool to link Spin with RSARTE, a modeling tool for UML diagrams. Their work focuses on all kinds of RT-UML diagrams, i.e., UML diagrams related with real time features. As part of UML, state machines are also translated into PROMELA in their approach. Since their work is not aiming at model checking of UML state machines, it does not provide detailed discussions about each feature of UML state machines, but discusses the communications between different objects.

\textsuperscript{4}The difference between interrupt and stop relies in the fact that interrupt means a temporary stop that needs to be resumed afterwards, whereas stop means a permanent stop without resuming.
Approaches Based on SMV and its Variants

Gihwon [Kwo00] (2000) first provides a formal semantics for UML state-charts by rule-rewriting systems, and provides a translation approach from the formalized semantics to the SMV model checker. No detailed implementation is discussed in this paper.

Compton et al. [CGHS00] (2000) provides another approach which uses SMV as the back end model checker to automatically verify UML state machines. The work first translates UML state machines into ASMs, which has been discussed before. Then an SMV model checker is invoked to verify the SMV specification of a UML state machine. This approach is different from the other translations approaches in the sense that it does not provide a direct translation from UML state machines to the input language of a model checker, but conducts a 2-level translation approach. That is, UML state machines are first translated into ASMs, and model checking is conducted relying on a translation tool from ASMs to SMV [GDC00].

Lam and Padget [LP04] (2004) propose a symbolic encoding of UML statecharts, and invoke NuSMV to perform the model checking. Their work adopts a three-step procedure and uses $\phi$-calculus as an intermediate format for the translation. They have implemented the translator from UML statecharts to $\phi$-calculus, and claim that the implementation of a translator from $\phi$-calculus to the input language of NuSMV was ongoing (although we did not find any later updates on this).

Encarnación et al. [BBSCdlF05] (2005) also provide a translation from UML diagrams to the input language of SMV model checker. Instead of focusing on just UML state machines, this work focuses on the collaborations of different UML diagrams such as class diagrams, state machine diagrams and activity diagrams. This paper does not describe the detailed translation rules, but illustrates their translation procedure with an ATM machine example. Noticing that high-level model designers are unfamiliar with LTL and CTL properties which are used by model checkers, the authors also provide some aid in the form of ask and answer questions to aid the property writing.

Dubrovin and Junttila [DJ07] (2007) first provide a symbolic encoding for a UML state machine, which has been discussed in Section 5. Then they perform a translation from the defined semantics to the input language of the NuSMV [CCG’02] model checker. The detailed translation steps are not discussed in the paper, but an implementation SMUML [SMU] has been provided, and some experiment results are reported in their paper.

Approaches Based on Other Model Checkers

Gnesi and Latella et al. [GLM99] (1999) proposed another translation approach, which is also based on the formalization of UML state machines in
their early work [DIM99]. The translation is from a hierarchical automaton into a semantic automaton (LTS), which needs to be further translated into the FC2 format, which is the standard input format to Jack [BGL94].

Traoré [Tra00] (2000) and Aredo [Are00] (2000) propose to translate UML state machines into PVS (Prototype Verification System) [PVS], which is a specification language integrated with verification tools capable of doing theorem proving, well-formedness checking and model checking.

Alexander et al. [KMR02] (2002) presented an approach to translate timed UML state machines into timed automata which is used by the UP-PAAL Model Checker. But the translation is not based on a formal semantics of timed UML state machines. Event queue and UML state machine are separately modeled by timed automata and the communication is modeled with a channel. This approach is implemented in a prototype tool, HUGO/RT [hug12], which can verify whether scenarios specified by ML collaborations with time constraints are consistent with the corresponding set of timed UML state machines.

Ng and Butler [NB02, NB03] (2002) proposed to translate UML state machines into CSP and utilize the FDR model checker to proceed with the model checking procedure. Due to the differences between CSP and UML state machines, some features of UML state machines, such as the priority mechanism, cannot be modeled.

Hansen et al. [HKL10] (2010) use another model checker, mCRL2 [mCR12], to perform model checking tasks. Their work translates xUML into mCRL2 specifications. Note that it translates both class diagram and state machines into mCRL2.

Zhang and Liu [ZL10] (2010) provide an approach which translates UML state machines into CSP#, an extension of the CSP language, which serves as the input modeling language of PAT [SLDP09]. Different from other translation approaches, the transformation is not based on a pre-defined formal semantics, but directly from the meaning of each UML state machine construct. An implementation of the translator was done and experiment results of the verification of UML state machines with PAT [SLDP09] were presented.

### 4.4 Summary

The translation approaches aim at utilizing the automatic verification ability of different model checkers. So the advantage of these approaches is that most of them will provide the translation rules as well as the implementation of those rules in the corresponding model checkers. But we notice that translation-based approaches suffer from the following defects:

1. Due to the semantic gaps, it may be hard to translate some syntactic features of UML state machines, introducing sometimes additional but
undesired behaviors. For example in [ZL10], extra events have to be added to each process so as to model exit behaviors of orthogonal composite states.

2. For the verification, translation approaches heavily depend on the tool support of the target formal languages. Furthermore, the additional behaviors introduced during the translation may significantly slow down the verification; and optimizations and reduction techniques (like partial order reduction) may not apply in order to preserve the semantics of the original model.

3. Lastly, when a counterexample is found by the verification tool, it is hard to map it to the original state machine execution, especially when state space reduction techniques are used. Following these remarks, we believe that a direct implementation based on an operational semantics may solve the problem.

We have provided a comparison on the supported features of the surveyed approaches in Table 4.4. The symbol “√” denotes the fact that the feature is supported, “×” means the feature is not supported, “◦” means the feature is discussed in the paper, but is not thoroughly solved. For example, for “conflict/priority”, some works considered conflict among enabled transitions, but did not discuss conflict due to deferred events. In this case, we regard the features to be partially supported.

We can conclude from the table that in the translation based approaches, time, submachine state, entry/exit pseudostate and junction pseudostate are the least supported features. Less than 5 out of all the surveyed approaches support these features. No approach using ASM as target language supports choice or time features. But they almost all support orthogonal composite state, completion event and entry/exit behaviors. All approaches use Petri net as target language do not support priority mechanism, defer and completion events. Seen from Table 4.4, we can notice that only 5 surveyed translation approach focus on UML2.x state machine specifications and only one tool was developed based on the approach.

---

5For space consideration, we remove the features that are commonly supported by all approaches, such as simple state, transitions, initial pseudostate, etc.
<table>
<thead>
<tr>
<th>Work</th>
<th>Multiple charts</th>
<th>Conflict (priority)</th>
<th>Time</th>
<th>Entry/exit behaviors</th>
<th>Orthogonal</th>
<th>States</th>
<th>submachine</th>
<th>fork/join</th>
<th>junction</th>
<th>choice</th>
<th>history</th>
<th>entry/exit</th>
<th>defer</th>
<th>completion</th>
<th>call</th>
</tr>
</thead>
<tbody>
<tr>
<td>[BCR00]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[BCR03]</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[JHR02]</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[CGHS00]</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[JHJ04]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[Gom00]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[BP01]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[CKZ11]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[ACK12]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[FZ09]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[LM09]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[LJ10]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[Kwo00]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[ML09]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[Are00]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[Tra00]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1: UML state machines features supported by each translation approach
<table>
<thead>
<tr>
<th>Work</th>
<th>Target Language</th>
<th>Verification type</th>
<th>Tool developed</th>
<th>UML version</th>
</tr>
</thead>
<tbody>
<tr>
<td>[BCR00]</td>
<td>Abstract state machines</td>
<td>x</td>
<td>x</td>
<td>1.3</td>
</tr>
<tr>
<td>[BCR03]</td>
<td>Abstract state machines</td>
<td>x</td>
<td>x</td>
<td>1.3</td>
</tr>
<tr>
<td>[Jor02]</td>
<td>Abstract state machines</td>
<td>x</td>
<td>x</td>
<td>1.4</td>
</tr>
<tr>
<td>[CGHS00]</td>
<td>Abstract state machines</td>
<td>Model Checking</td>
<td>√</td>
<td>&lt;= 1.3</td>
</tr>
<tr>
<td>[JEJ04]</td>
<td>GDTL</td>
<td>√ (Moses)</td>
<td></td>
<td>1.5</td>
</tr>
<tr>
<td>[Gom00]</td>
<td>Colored Petri nets</td>
<td>deadlock and statistical analysis</td>
<td>√</td>
<td>&lt;= 1.3</td>
</tr>
<tr>
<td>[BP91]</td>
<td>High-level Petri nets</td>
<td>model checking</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[CKZ11]</td>
<td>Hierarchical Colored Petri nets</td>
<td>Model checking</td>
<td>√ (CPN-AMI)</td>
<td></td>
</tr>
<tr>
<td>[ACK12]</td>
<td>Colored Petri nets</td>
<td></td>
<td>x</td>
<td>2.2</td>
</tr>
<tr>
<td>[LMM99]</td>
<td>Stochastic Petri nets</td>
<td></td>
<td>x</td>
<td>2.0</td>
</tr>
<tr>
<td>[JDJ06]</td>
<td>PROMELA</td>
<td>model checking</td>
<td>x</td>
<td>1.1</td>
</tr>
<tr>
<td>[SKM01]</td>
<td>PROMELA</td>
<td>model checking</td>
<td>√ (PROCO)</td>
<td>1.4</td>
</tr>
<tr>
<td>[ML09]</td>
<td>PROMELA</td>
<td>model checking</td>
<td>√ (HUGO)</td>
<td>1.4</td>
</tr>
<tr>
<td>[Kwo00]</td>
<td>SMV input language</td>
<td>model checking</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[DJ07]</td>
<td>NuSMV input language</td>
<td>model checking</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>[BBSGdF05]</td>
<td>SMV input language</td>
<td>model checking</td>
<td>√ (SC2PiCal)³</td>
<td>&lt; 1.3</td>
</tr>
<tr>
<td>[LP05]</td>
<td>NuSMV input language</td>
<td>model checking</td>
<td>√ (SC2PiCal)³</td>
<td>1.5</td>
</tr>
<tr>
<td>[ZL10]</td>
<td>CSP#</td>
<td>model checking</td>
<td>√</td>
<td>2.2</td>
</tr>
<tr>
<td>[KMR02]</td>
<td>Timed automata</td>
<td>model checking</td>
<td>√ (HUGO/RT)</td>
<td>1.4</td>
</tr>
<tr>
<td>[HKL10]</td>
<td>mCRL2</td>
<td>model checking</td>
<td>x</td>
<td>2.2</td>
</tr>
<tr>
<td>[NR03]</td>
<td>CSP</td>
<td>model checking</td>
<td>√</td>
<td>1.4</td>
</tr>
<tr>
<td>[Are00]</td>
<td>PVS</td>
<td>Model Checking, theory proving</td>
<td>x</td>
<td>1.3</td>
</tr>
<tr>
<td>[Tra00]</td>
<td>PVS</td>
<td>model checking</td>
<td>√ (PrUDE)</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Table 2: Summary of translation approaches
5 Approaches Providing Operational Semantics for UML State Machines

Different from the translation-based approaches, another kind of approaches directly provides operational semantics to UML state machines, usually by defining inference rules. These approaches are of general purpose, i.e., various verification techniques can be conducted based on the operational semantics. The benefit of this kind of approaches are (1) they do not rely on the target formal languages, thus no redundancies are introduced, and (2) the semantic steps defined in the operational semantics directly coincide with UML state machines semantic step, i.e., the Run To Completion (RTC) step. A major benefit of these approaches is that state space reduction techniques can now be applied. Moreover, approaches in this category usually adopt Labeled Transition Systems (LTS) as the semantic model, which is the common semantic model for concurrent systems; furthermore, it is also well supported by many model checkers.

In this section, we categorize this kind of approaches based on the formal formats used as semantic domains. Finally, we summarize the approaches in Section 5.3.

5.1 Semantics Defined Using LTS as Semantics Model

In this section, we are going to discuss works which formalize UML state machines into the Labeled Transition Systems (LTS). We further categorize these works based on the syntax model they adopt.

Approaches using EHA as syntax model

Hierarchical Automata require a strict hierarchical structure. The existence of interlevel transitions and local transitions break the hierarchical structure. EHA extends the Hierarchical Automata to deal with interlevel transitions, i.e., an interlevel transition which crosses multiple states will be assigned to the outermost Sequence Automaton.

Latella et al. [DIM99] (1999) are among the pioneers who begin to focus on formalizing UML statecharts (instead of other variants of statecharts) semantics. The semantic model their formalization adopted is Kripke structure. They use a slightly modified variant of Extended Hierarchical Automata (EHA) as an intermediate model, and map the UML-statecharts into an EHA. The hierarchical structure of UML statecharts and EHA make the translation structured and intuitive. Then they define the operational semantics for EHA in the model of Kripke structures.

A following work by Gnesi Latella and Massink [GLM02] extends their previous work [DIM99] to include multicharts, i.e., multiple UML state
machines communicating asynchronously. The work also discusses how to incorporate the semantics into the model checking tool—JACK.

This approach covers a quite restricted subset of UML state machine structures: no pseudostates (excepted the initial pseudostate) are considered, no actions associated with states (i.e., entry/exit/do actions, and deferred events) are considered, and the triggering events are restricted to the signal and call events without parameters. Since states in different hierarchies cannot appear in a single Sequence Automaton, it is hard to express transitions which have their source and target states in different hierarchies.

Dong et al. [WJXZC01] (2001) further extend EHA to support more features such as entry/exit actions or parameters in actions, and provide a formal semantics for a subset of UML statecharts based on this EHA model. The authors discuss the findings on the cost of solving conflicts introduced by concurrent composite states, and the importance of modeling with multiple objects instead of modeling them with concurrent regions within one UML state machine. They consider the non-determinism caused by multiple concurrent state machines, which was not captured by [DIM99].

Although approaches using EHA as an intermediate representation do not “directly” provide the operational semantics, EHA still resemble UML state machines in the hierarchical structure, and operational semantics for EHA (which is not a formal modeling language as, e.g., CSP) are provided. For this reason we consider this kind of approaches as directly providing operational semantics.

**Approaches using terms as syntax model**

There are also works which uses terms or tuples as syntax model.

Von der Beek [Von02] (2002) also formalize a partial set of UML statecharts, partially based on the work proposed in [DIM99]. But it supports some more features such as history mechanisms, entry and exit actions compared to [DIM99]. The syntax used in this work is called an UML-statechart term, which is inductively defined on three kinds of terms, viz., Basic term, Or-term and And-term. All of them contain basic information about a state such as a unique ID, entry and exit actions, and sub-terms (for Or-term and And-term) which contain the hierarchical information of a UML state machine. UML-statechart terms basically represent static information about UML statechart vertices. Inter-level transitions are captured by explicitly specifying source restrictions and target determinators in an Or-term; this notation follows the idea of Latella et al [DIM99].

The dynamic behavior of UML-statechart is represented by configurations. The auxiliary semantics is defined as a mapping from a UML statechart to an LTS. Each state in the LTS is a UML-statechart term. A se-

\footnote{Actually transitions between states which have direct hierarchical relations not supported in [DIM99]}
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mantic transition is defined to proceed a single input event. Last, complete semantics is given based on auxiliary semantics and a Kripke structure. Instead of representing a UML statechart into an EHA, Von der Beek [Von02] chooses to use a UML-statechart term as the syntax domain of a UML statechart.

Kwon proposed another approach [Kwo00] which utilizes Kripke Structure as the semantic domain and aimed at model checking UML statechart. Similar to [Von02], Kwon uses terms as the syntax domain of UML statechart, which represent state hierarchy in the form of subterms as a field in a term. But Kwon [Kwo00] use the conditional rewrite rules to represent the transition relation in a UML statechart (while Breeck [Von02] explicitly defined five SOS rules). Then the semantics of UML statechart is defined as a Kripke Structure. This paper [Kwo00] also provides a translation from the defined Kripke Structure to the input language of the SMV model checker, which we have discussed in Section 4.3.

Eshuis and Wieringa [EW00] (2000) also utilize LTS as a semantic model to provide an operational semantics for UML statecharts. The syntax model used is tuple. This work focuses more on the communication and timing aspect of UML statecharts. It also considers object construction and destruction, which is not always considered by the other approaches. The approach define UML statechart syntax as sets with defined functions and the semantic model is LTS. The approach also define an action language, which includes assignment, object creation/ destruction, sequence operations, signal sending operation and time expressions.

Liu et al. [LLA+13] (2013) is the most recent approach which provides formal semantics for UML 2.4.1 state machines. The approach covers all the features of UML state machines except for time events. Moreover, the syntax is defined totally in accordance with UML state machines specifications, which makes the approach extends easily to future changes such as refinement. The semantic domain is LTS. The approach also considered asynchronous/synchronous communications between objects.

Reggio et al. [RACH00] (2000) propose to use LTS as semantic model to provide a formal semantics for UML state machines. This work considers an early version (1.3) of UML specifications and discusses some inconsistencies and ambiguities in the specification. The work does not provide a clear syntax model and UML state machines are not represented formally. But it does discuss in details the event dispatching and merging operation on event pools.

5.2 Approaches using other semantic models

Lilius and Paltor [LP99c] (1999) provide an abstract syntax and semantics for a subset of UML state machines. This work uses terms as syntax model and considers most features of UML state machines. Although it does not
define a clear semantic model, this work formalizes the RTC step semantics into an algorithm. The algorithm is in a high abstract level and many concepts such as history pseudostates and completion events are described in a rather informal manner. But the procedure of an RTC step is properly described.

Some features such as join, fork, junction, choice vertices unspecified and instead, claiming that these pseudostates can be replaced with extra transitions. This may be achievable using a different modeling strategy, but the expressiveness of the modeling language is weakened.

Damm et al. [DJPV03] (2003) provide a formal semantics for a kernel set of UML in order to model real-time applications, including static and dynamic aspects of the UML models. The formalization contains two steps. Firstly, real-time UML (rtUML) is represented in terms of the kernel subset of real-time UML (krtUML\textsuperscript{10}). Then formal semantics of krtUML is provided. This approach provides a self-defined action language, which supports object creation/destruction, assignment and operation calls. The semantic domain is called Symbolic Transition System (STS), which conducts type-consistent first-order predicate over a set of variables. UML state machines semantics is just a component of the krtUML semantics. But the work provides a good reference for communications between different objects, such as event dispatching and handling.

Fecher and Schönborn [FS07] use core state machine, which is a subset of UML state machines, as the semantic domain for UML state machines. A core state machine is a 7-tuple including states, do actions, deferred events, transitions, initial state, set of variables and initial variable assignment. History is explicitly described by a mapping from a region to its direct substate. The work firstly formalizes both syntax and semantics of the core state machine. This paper considers more UML state machine features. 14 configuration steps are provided on the core state machine, which form the dynamic semantics of it. But there is no formal semantic model; hence, the provided semantics is not complete since just transition rules are provided. The RTC steps of a UML state machines are not defined. The transformation steps from UML state machines to core state machine is also provided. But the steps are not formally stated, only natural language descriptions with example illustrations are given. Moreover, the translation is very complex since a lot of auxiliary vertexes need to be added, such as enter/exit vertex. Both defects may make it unfeasible for automatic tool development.

Jens et al. [SdRFK05] (2005) provide a very comprehensive analysis about UML 2.0 behavioral state machines, including discussions about detailed semantics of each feature and the ambiguity statements. This approach covers almost all features of UML2.0 state machines, except for junction and choice vertices, which are considered as syntactic sugar and are said
to be easily represented by separate transitions. Termination pseudostates and completion events are also left out unconsidered. The syntax model of UML state machine is the tuple, which captures the components of each construct. Many auxiliary functions are defined to capture the execution of an RTC step, such as collecting all actions generated during transition execution and put them in the event pool. This work contributes more on the analysis of ambiguities in UML 2.0 specifications and the detailed discussion about the semantics of UML 2.0. In term of the formal semantics they have defined, though achieves a high coverage, does not have a formal semantic model. In a separate paper [FSKdR05], the same authors discuss 29 undeclared points in UML2.0 state machine specifications.

Jori and Tommi [DJ07] (2007) provide a symbolic encoding for UML state machines. The approach can be regarded as either a translation approach or an operational semantics in the domain of first-order logic. The approach discusses event dispatching mechanisms, multi-object communication (asynchronous) as well as choice pseudostate, which are often left out in other approaches. But some commonly considered constructs, such as history pseudostate, is not included in their formalization.

5.3 Summary

We provide here a detailed discussion about approaches which provide formal operational semantics for UML state machines. We are focusing on those approaches which are related to automatic verification of UML state machines. Among all the surveyed approaches, LTS-based approaches are most related to automatic verification, specifically model checking, but always support less features compared to other approaches due to the unstructured feature of UML state machines.

Table 3 provides the syntax and semantic modals used by of all the surveyed approaches in this section.

Table 4 summarizes the supported features of the surveyed approaches. √ means the feature is supported, × means the feature is not supported, ○ means the featured is discussed in the paper, but is not thoroughly solved; for example, for “conflict/priority”, some works consider conflict among enabled transitions, but do not discuss conflicts due to deferred events. In this case, we regard the features to be partially supported. ⊕ represents the situation where the corresponding feature is not directly formalized, but it is represented with the formally defined features in the semantics.

From the tables we can conclude that early works (works before 2002) tend to use LTS or variance of LTS as semantic models, but support less features (especially pseudostates, priority and event pool mechanisms) compared to later approaches.
Table 3: Syntax and Semantic domains of surveyed operational semantics

<table>
<thead>
<tr>
<th>Work</th>
<th>Syntax domain</th>
<th>Action language</th>
<th>Semantic domain</th>
<th>Event queue</th>
<th>UML version</th>
<th>Leads to tol implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[DIM99]</td>
<td>EHA</td>
<td>−</td>
<td>Kripke Structure</td>
<td>×</td>
<td>1.1</td>
<td>JACK</td>
</tr>
<tr>
<td>[WJXZC01]</td>
<td>EHA</td>
<td>self-defined</td>
<td>Kripke Structure</td>
<td>×</td>
<td>1.1</td>
<td>×</td>
</tr>
<tr>
<td>[Von02]</td>
<td>term</td>
<td>−</td>
<td>Kripke Structure</td>
<td>×</td>
<td>1.4</td>
<td>×</td>
</tr>
<tr>
<td>[Kwo00]</td>
<td>term</td>
<td>abstract notation</td>
<td>Kripke Structure</td>
<td>×</td>
<td>1.3</td>
<td>×</td>
</tr>
<tr>
<td>[EW00]</td>
<td>set with functions</td>
<td>self-defined</td>
<td>LTS</td>
<td>×</td>
<td>1.3</td>
<td>×</td>
</tr>
<tr>
<td>[?]</td>
<td>−</td>
<td>−</td>
<td>LTS</td>
<td>√</td>
<td>&lt;= 1.3</td>
<td>×</td>
</tr>
<tr>
<td>[LLA+13]</td>
<td>tuple</td>
<td>−</td>
<td>LTS</td>
<td>√</td>
<td>2.4.1</td>
<td>USMMC</td>
</tr>
<tr>
<td>[LP99c]</td>
<td>term</td>
<td>−</td>
<td>LTS</td>
<td>×</td>
<td>1.3</td>
<td>×</td>
</tr>
<tr>
<td>[DPV+03]</td>
<td>krtUML</td>
<td>self-defined</td>
<td>STS</td>
<td>√</td>
<td>1.4</td>
<td>×</td>
</tr>
<tr>
<td>[FS07]</td>
<td>core state machine</td>
<td>−</td>
<td>−</td>
<td>×</td>
<td>2.0</td>
<td>×</td>
</tr>
<tr>
<td>[SdRFK05]</td>
<td>tuple</td>
<td>−</td>
<td>−</td>
<td>×</td>
<td>2.0</td>
<td>×</td>
</tr>
<tr>
<td>[DJ07]</td>
<td>tuple</td>
<td>abstract notation</td>
<td>first-order logic</td>
<td>√</td>
<td>2.0</td>
<td>×</td>
</tr>
</tbody>
</table>

Table 4: UML state machines features supported by the direct formalization approaches

<table>
<thead>
<tr>
<th>Work</th>
<th>Multiple charts</th>
<th>Conflict</th>
<th>Time</th>
<th>Entry/exit behaviors</th>
<th>States</th>
<th>Pseudostates</th>
<th>Events</th>
<th>completion</th>
<th>call</th>
</tr>
</thead>
<tbody>
<tr>
<td>[DIM99]</td>
<td>×</td>
<td>o</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[WJXZC01]</td>
<td>✓</td>
<td>o</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[Von02]</td>
<td>✓</td>
<td>o</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[Kwo00]</td>
<td>x</td>
<td>o</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[EW00]</td>
<td>x</td>
<td>o</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[?]</td>
<td>✓</td>
<td>o</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[LLA+13]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[LP99c]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[DPV+03]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[FS07]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[SdRFK05]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[DJ07]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
6 Tool Support

In this section, we discuss tool support for modeling and verifying UML state machines. There are both commercial and academic tool supports for UML modeling. To the best of our knowledge, current commercial tools only support the design/graphical editing of UML models; hence, we discard them here. Some academic prototype tools were developed based on the translation approaches, which aim at automatically verifying UML state machines, as we surveyed in Section 4. We are going to survey these tools in this section and concentrate mainly on those automatic verification tools.

vUML  Lilius and Porres [LP99a] (1999) report a tool vUML which aims at automatically verifying UML model behaviors specified by UML statecharts diagrams. This tool utilizes the Spin model checker as a backend to perform model checking and creates a UML sequence diagram according to the counterexample provided by Spin. The formal semantics is defined in [LP99c]. They also conduct a case study with the production cell example in [LP99b].

vUML aims at checking collaborations of UML models instead of a single UML state machine. So the PROMELA specification for a UML model is generated from class diagrams, statecharts and collaboration diagrams, where each UML class is mapped into a PROMELA process-type, each UML object is mapped into a PROMELA process and each link in the collaboration diagram is converted into a PROMELA channel for objects to exchange messages. vUML provides an event generator to emulate external events without parameters (close models) and removes external events carrying parameters in order to avoid state space explosion.

vUML can check the following properties: deadlock, livelock, reaching an invalid state, violating a constraint on an object, sending an event to a terminated object, overrunning the input queue of an object, overrunning the deferred event queue.

In order to verify those properties, two extra stereotypes are introduces, namely <<invalid>> and <<progress>>. UML model developers need to add those extra stereotypes into their models in order to use vUML to model check safety and liveness properties. Constraints also act as a way to specify properties (invariants over attributes and states). In order to verify LTL formulas with UML, the users need to understand the PROMELA model to come up with a proper LTL formula.

JACK  Gnesi et al. [GLM99] (1999) provide an algorithm to support direct model checking UML statecharts based on the formal semantics they have defined in [DIM99]. The implementation is based on the tool set JACK [?], which is an environment based on the use of process algebras, automata and temporal logic formalism, and supports many phases of the system
development process by integrating different editing tools and verification tools. Different components of the JACK tool set communicate with the FC2 format. There is a model checking tool in the JACK tool set named AMC, which supports ACTL model checking. The system should be translated into the FC2 format first in order to utilize the AMC component. The users also need to specify their own ACTL property according to the model. This requires users to have a knowledge of model checking, the underlying model as well as temporal logic formulas.

**HUGO**  Alexander *et al.* [KMR02] (2002) developed a tool called HUGO, which contains three components, each of which supports one functionality. The first is the code generation component, which is used to automatically generate Java code from UML state machines. The second is the model checking component, used to verify the consistency of UML state machines against specifications expressed as collaboration or sequence diagrams. HUGO can support LTL model checking provided knowledge of the underlying model checker (Spin) and the structure of the translation. The third component is a back end for the real-time model checker **Uppaal**. In [KM02], they report an improved implementation of HUGO where they discuss code generation and state reductions in the PROMELA code. HUGO also adopts the translation approach where UML state machines are translated into PROMELA models and utilizes the Spin model checker to do the verification (the same applies to the real-time components where the UML state machines are translated into the **Uppaal** modeling language).

**ASM-based Verification Tools**  Shen *et al.* [SCH02] (2002) introduce a tool based on an ASM model checker (which is based on the SMV model checker). The semantics they adopt is defined in [CGHS00] (UML 1.3 or earlier, though not explicitly mentioned in their technical report). This tool set supports both static and dynamic checks of a UML diagrams. For static aspects, syntax as well as well-formedness rules given by OCL can be checked. Static views in UML, such as object diagram and class diagram can also be transformed into ASM and checked. For the dynamic aspects, UML state machines diagrams are transformed into ASM models, and an ASM model checker is invoked to do the model checking. This tool takes UML diagrams specified in the XMI format as input and outputs a counterexample in the form given by the SMV model checker (since the dynamic checking component of this toolset is based on the smv model checker). The counterexample trace can be fed to their analysis tool, which will analyze the error trace and produce some UML diagrams such as sequence diagrams or a collaboration diagram to the users. Details about the tool are described in [CGHS00] and details about the transformation procedures are discussed in [BCR00].
**TABU** Beato *et al.* [BBSCdlF05] (2005) introduce a tool called **TABU** (Tool for the Active Behavior of UML). **TABU** takes UML diagrams (activity and state diagrams) in the form of XMI as input, automatically translates it into an .smv representation (the input format of SMV model checker) and calls the Cadence smv model checker to verify the UML model. In addition, **TABU** also provides assistant for writing (LTL/CTL) properties to verify against the model. This feature makes the underlying model and the translation procedure transparent to the users, and solves the problem faced by vUML [LP99c] to some extent.

This tool is attractive in the sense that it deals with UML 2.0 specifications, which is much closer to recent UML standards. The translation covers most UML features (though not described in details in their paper) except for synchronization states, events with parameters and dynamic creation and destruction of objects. It also provides guides in writing properties. But the counterexample is given in the form of the input format of SMV model checker, which is not intuitive for model designers to map to their models.

**PROCO** PROCO [PROb] (2006) translates a UML state machine in the form of XMI forms into PROMELA, the input language of Spin model checker is discussed in [JDJ+06]. No details are discussed in that paper, but the paper reports the bugs found by the tool, which show its effectiveness.

**UML-B State Machine Animation Tool** Recently, UML-B state machine Animation [UMLb] is developed as a plugin in the Rodin project [UMLb]. It is able to translate a UML-B diagram into Event-B representations and utilize ProB [Proa], a plug-in of the Rodin project, to perform the simulation and model checking tasks. The tool is available and can be installed from the Rodin platform.

**USM²C** Liu *et al.* [LLA+13] (2013) report a tool called **USM²C**, that implements the operational semantics defined in [LLA+13]. The tool supports most features of UML state machines and is capable of model checking various properties, such as LTL, safety and deadlock-checking properties.

**Summary**

We notice that all the available tools, except for **USM²C**, just provide a front-end supporting translation from UML state machines to languages of model checkers. Such a translation will introduce extra cost for the verification procedure. Due to the limitation of input languages to model checkers, the complex semantics of UML state machine cannot be fully supported. There are also problems for the utility of those tool, e.g., it is hard to map
Table 5: Status of the tools

<table>
<thead>
<tr>
<th>Reference</th>
<th>Tool name</th>
<th>Underlying model checker</th>
<th>model exchange format</th>
<th>Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>[LP99a]</td>
<td>vUML</td>
<td>Spin</td>
<td>xmi</td>
<td>✗</td>
</tr>
<tr>
<td>[KMR02]</td>
<td>HUGO/RT</td>
<td>Spin/UPPAAL</td>
<td>xmi</td>
<td>✓</td>
</tr>
<tr>
<td>[SCH02]</td>
<td>ASM based</td>
<td>smv</td>
<td>xmi</td>
<td>✗</td>
</tr>
<tr>
<td>[BBSCdlF05]</td>
<td>TABU</td>
<td>smv</td>
<td>xmi</td>
<td>✗</td>
</tr>
<tr>
<td>[GLM99]</td>
<td>JACK</td>
<td>AMC</td>
<td>FC2</td>
<td>✗</td>
</tr>
<tr>
<td>[JDJ06]</td>
<td>PROCO</td>
<td>Spin</td>
<td>xmi</td>
<td>✓</td>
</tr>
<tr>
<td>[UMLb]</td>
<td>UML-B</td>
<td>ProB</td>
<td>xmi</td>
<td>✓</td>
</tr>
<tr>
<td>[LLA13]</td>
<td>USM²C</td>
<td>FAT</td>
<td>xmi</td>
<td>✓</td>
</tr>
</tbody>
</table>

the found vulnerabilities to the original model. The informal translation procedure cannot guarantee the soundness of the obtained model either. Table 6 summarizes the basic information of the surveyed tools.

7 Conclusion

In this paper, we provide a thorough survey of approaches aiming at giving a formal semantics UML state machines, thus enabling their automated verification. We categorized the approaches into two major groups, viz., the translation approaches and those directly providing operational semantics. In each group, we also provide comparisons of the surveyed approaches on dimensions such as UML version, feature coverage, communication aspect, event pool mechanism, consistency with other UML diagrams and tool supports.
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