
Internship in Machine Learning and Mathematical Programming

Improving the representation of binary linear problems via graph neural networks
using strengthening inequalities

Context Machine Learning (ML) for Combinatorial Optimization (CO) is a fast growing field with
many applications [1, 5]. One consists in generating near-optimal solutions of Binary Linear Prob-
lems (BLP) by learning a score for each variable, and then applying a greedy algorithm to find a
solution maximizing the total score instead of the original objective function. This allows to obtain
solutions satisfying hard constraints, and if the score is related to the probability to be in an optimal
solution, to get high quality solutions. The score prediction is usually computed using Graph Neural
Networks (GNN) to get a representation of the BLP [2]. The computed feature of each variable is
then independently used to obtain a 0/1 prediction via a Multi Layer Perceptron and a threshold [3].

Internship description Modern mathematical solvers use cutting plane based algorithms to solve
BLP [4]. These consist in strengthening the continuous relaxation by introducing valid inequalities that
are violated by the current fractional solution of the relaxation. These provide better dual bounds and
add information linking the variables. The objective of this internship is to computationally evaluate
the relevance of adding such strengthening inequalities in the formulation before the score prediction.

The evaluation will be done on the maximum independent set problem (MIS). This problem con-
sists, given an undirected graph, in determining a subset of pairwise non-adjacent nodes of maximum
cardinality. It can be formulated using a BLP containing a variable per node and a constraint per
edge. However, one can add clique inequalities to reinforce the formulation. These inequalities ensure
that at most one vertex per clique is selected in a solution. These inequalities correspond to adding
new nodes in the GNN, and to densifying the resulted graph.

The internship is to computationally evaluate how adding these constraints improve the score
prediction. Moreover, since there may exist an exponential number of such constraints, how can we
choose the ones to incorporate in the model? A way could be to choose those violated by the optimal
solution linear relaxation. However, since a drawback of GNN is the number of layers necessary to
share the information over the whole graph, could we choose those that tend to decrease the number
of necessary layers by decreasing the diameter of the GNN?

Application We are looking for a candidate with either CO background (master level) with very
good knowledge of Machine Learning methods for CO, or with a strong ML background willing to
adapt recent models to CO tasks. We expect proficiency with python and deep learning libraries such
as pytorch. For additional information contact lacroix@lipn.fr. If you are interested please attach to
your application a CV, a cover letter and a transcript of Master level marks.
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