TELA 2021

d 1s for Dialectica

joint work with
Pierre-Marie

Pédrot

Marie Kerjean

CNRS & LIPN

/N\WIP



6 years ago...

A Materialist Dialectica

Pierre-Marie Pédrot

PPS /w12

17th September 2015

Pierre-Marie Pédrot (PPS/7w72) bl il iipullio Lot 17,/09/2015

£ ©aC

1/ 44

Pierre-Marie PhD defense.




6 years ago...

Towards the end of the talk .

Finally!
Ty = Am. {7}
z° = z Yz = MO
« _ JAmt® Ay t)e = My,m). by
(Az. ) o { ANTT. by T
(tu)® = (fstt*)u®
Pl NM_ Pzao_. /Pnnc /22 A NA_s_i_Mile MNi_io_a__ -



0 years ago...

Ty = Am. {7} t°
Yp = A - 0
Ay -t), = Ay, ) - tom

Marie : «That's differential A- calculus !
It must be Loy



And then life




2 years ago...

Reverse-Mode AD in a Functional Framework:
Lambda the Ultimate Backpropagator

BARAK A. PEARLMUTTER
Hamilton Institute

and

JEFFREY MARK SISKIND
Purdue University

‘We show that re S de AD (A ic Di iation)—a lized gradient-calculation
operator—can be incorporated as a first-class function in an augmented lambda calculus, and
therefore into a functional-programming language. Closure is achieved, in that the new operator
can be applied to any ion in the dl yielding an expression in that
language. This requires the resolution of two major technical issues: (a) how to transform nested
lambda expressions, including those with free-variable references, and (b) how to support self
application of the AD machinery. AD transformations preserve certain complexity properties,
among them that the reverse phase of the reverse-mode AD transformation of a function have
the same temporal complexity as the original med function. First-class unrestricted
AD operators increase the expressive power available to the numeric programmer, and may have
significant practical implications for the construction of numeric software that is robust, modular,

concise, correct, and efficient.

Categories and Subject Descriptors: D. : La age Classifi-
cations— Appl (functional) languages; G.1.4.b [Numerical Analysis|: Quadrature and
Numerical Differentiation— Automatic differentiation

a [Progr ing L ): 1

General Terms: Experimentation, Languages, Performance
, forward-mode AD, higher-order AD,

Additional Key Words and Phrases: closures, derivati
higher-order functional languages, Jacobian, program t

ion, refle

1. INTRODUCTION

When you first learned calculus, you learned how to take the derivatives of some
simple expressions. Later you learned the chain rule: the ability to take the deriva-
tive of the composition of two functions. The fact that the space of expressions can
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PMP : « That’s nothing but Dialecta ! »
"but ugly because untyped"



It worked !

1. The historical Dialectica.

And the chain rule

2. The categorical Dialectica.

And reverse differentiation

3. The computational Dialectica.

And sums

4. Applications



Dialectica and the chain rule




Differentiation

The chain rule :

Dy(go f)=Dswygo Daf



Dialectica

I. Fir k =0 sei F' = F.

II. Essei F" =Q3y)(z2)A(y,z,z) und
G' = (3v) (w) B (v, w, u) bereits definiert,

dann ist per definitionem :

L. (FA G =@yv) (w) [A (3, 2, 2) A\ B (0, w, u)].

2. (F\V G) =(@yv) (zw) [t=0ANA(y, 2, 2)-\/-t=1 A B (v, w, u)].
3. [®F] =@Y) (s2) A(Y (s), 2, x).

4. [@s)F]’ = @sy) () A (¥, 2 7).

5. (F 2 G) = SEIVZ) (yw) [A g-y, Z (yw), x) O B (V(y), w, u)].

6. ("F)Y=@32) @y TA@y2@©), ).

Kurt Godel. Uber eine bisher noch nicht beniitzte
Erweiterung des finiten Standpunktes.
Dialectica, 12:280—287, 1958.



Dialectica

A translation acting on intuitionistic
arithmetic:

A~ Fu vz Aplu, x|

Validates Markov's principle —\/+ -4 — Jr. A

Validates the independance of premises
(A—-dx-B) > dx-(A— B)

* Numerous applications in logic

> Soundness results

> Proof mining

* Relies on decidability lemmas



Dialectica

fresh variables

{
(A— B)plf,9:2,9] =
Ap|z, gzy| — Bp|fz,y|

Justifications :

* Begin with:
dxVyAp |z,y] — FvVwBp v, w]

* Apply the least unconstructive prenexation:

VaxdrYw3dy (Ap [z, y] — Bp|v,w])
* Apply axiom of choice:
3f, gVz, w(Ap |z, fwz] —» Bp|gz,w])



A mysterious construction

CHAPTER VI

Godel’s Functional (“Dialectica”) Interpretation

Jeremy Avigad
Department of Philosophy, Carnegie Mellon University
Pittsburgh, PA 15213

Solomon Feferman
Departments of Mathematics and Philosophy, Stanford University
Stanford, CA 94305

A further distinguishing feature of the D-interpretation is its nice behavior with
respect to modus ponens. In contrast to cut-elimination, which entails a global (and
computationally infeasible) transformation of proofs, the D-interpretation extracts
constructive information through a purely local procedure: when proofs of ¢ and
@ — 1) are combined to yield a proof of v, witnessing terms for the antecedents of
this last inference are combined to yield a witnessing term for the conclusion. As
a result of this modularity, the interpretation of a theorem can be readily obtained
from the interpretations of the lemmata used in its proof.



The Chain rule

(A— B)plf,g;u,v] = Ap[u, guv] — Bp[fu, ]

(B — O)plf',d ] = Bola, 'u'v/] — Cp[f'u/, v

(A e C) [f” gll’ 'U,”, ’U”] = .AD [’U,”, g”ullvll] S CD [f”u”, ’U”]

. f’u' - f”u"
eo[“a : [
V =0

{u//_u <fU:’U,

A AL . S
guuU — guu U —

R
é g//u//v// — qu ( fu” // C})ou(r\ MJL
2 fu" = f'(fu) Emc)vcma&xL7




lypes!

Tu : (W

[A) , Ap [uv ZU]




1ypes!

A~

Ju:W(A),Vz:C(A), Ap |u, x]

r\N't\r‘V\cg) CMH\E T

W (A — B) =
(A) — W ( )




Why is Df contravariant ?



Dialectica and reverse
differentiation




The real inventors of deep learning




Reverse differentiation

How does one compute the differentiation of an
algebraic expression, computed as a sequence of
elementary operations ?

T, = xd x) = 2z
E.g : 2 =y+cos(x?) z3 =cos(xy) xh=—z)sin(xg)
Z2=1y+ T 2=y + 2xq0h

The computation of the final results requires the
computation of the derivative of all partial
computation. But in which order ?

Forward Mode differentiation [Wengert, 19641

4 / /
Le () (2 2)
Reverse Mode differentiation: {Speelpenning, Rall, 1980s]

/ / /
L= > D = o =9 & —= Lo 7 Ly

while keeping formal the unknown derivative



Reverse AD, higher-order

Dy (go f) = Dswg o Duf

* Forward mode:

(uv 1) s (f (u) 7Duf) — (g (u) 7Df(u)g)

e Reverse mode:
u— f(u) = g(u) = Dywg — Duf

Complexity considerations:

e Forward is faster for

gof R B . S R"
 Reverse is faster for

gof:RE ., R SR



Reverse AD, functorially

Key idea: reverse derivatives are typed by linear
negations
Consider f : R™ — R a function variable. [BMP 20}

5 :{R”XRL —~e R x Rt
(f) (avx) = (f(a')v (U =T - (Daf ’ ’U))

A -PB D.f:4 °FB

= 2
Daj ¢ — Lo D,f

Differentiable programming:
* Brunel & Mazza & Pagani, backpropagation in the

simply A-calculus with linear negation, 2020.
* Elliot, the simple essence of AD, 2018




Reverse AD, functorially

WA B)= .{
W (A) — W (B) X



Dialectica categories

Dial(C):=
+ objets  sdabiens A X, Uy
* morphisms :

Al I
t\ul\’\’\. g:()—-a\/ F: Uc?—> )(

uh BV MxF(u,t)) = g(ﬂ*ygva

.* composition

show thaf DC is a category. Given two maps (£,F):a—p and (g,G):B—Y their composition
(8,G)o(£,F) is gf:U—W in the first coordinate and GoF: UxZ—X given by:

UxZ £X3 Uxusz 2% usvxz-Z8 Uxy—— X




Dialectica categories:

C a * -autonomous differential category:

o ‘-100‘4/0 aﬁlL
bderoo‘uc*‘

. Duiufﬂ% bm“‘gm“\\‘vh

f e C(A,B),Df € C(A®!A, B)
. Cconth 8))

« SCifh ©CBA)
‘r\/\/\m - One has a functor

= DallE)
A \-—ﬁ(’.%/i\j)
g — G D)




The computational
Dialectica

more than the
chain rule..



Not enough.

The chain rule as a functional equation

Shiri Artstein-Avidan ®', Hermann Koénig ®*, Vitali Milman >

& School of Mathematical Sciences, Tel Aviv University, Ramat Aviv, Tel Aviv 69978, Israel
Y Mathematisches Seminar;, Universitit Kiel, 24098 Kiel, Germany

Received 18 June 2010; accepted 7 July 2010
Available online 17 July 2010

Communicated by J. Bourgain

Abstract

We consider operators 7" from c! (R) to C(R) satistying the “chain rule”

T(fog)=(Tf)og-Tg, f.geC'(R),

and study under which conditions this functional equation admits only the derivative or its powers as solu-
tions. We also consider 7" operating on other domains like C K (R) for k € Ny or k = oo and study the more
general equation T'(fog) =(Tf)og-Ag, f.g € C!(R) where both T and A map C!(R) to C(R).

© 2010 Elsevier Inc. All rights reserved.

Theorem 1. Let T : D(T) := C1(R) — Im(T) C C(R) be an operation satisfying the chain rule

T(fog)=(Tf)og-Tg, [f.geD(). ey

Assume that T is non-degenerate in the sense of (4). Then there exists some p > 0 and a positive
continuous function H € C(R) such that either

Hof
Tf= T|f/|p
or in the case of p > 0, (5)

Ho
Tf= Hf|f'|psgn(f’).




More than the chain rule,
categorically

Definition 4.2 A Cartesian (closed) differential category is a Cartesian (closed)
left-additive category having an operator D(—) that maps a morphism f: A — B
into a morphism D(f): A x A — B and satisfies the following axioms:

D1. D(f +g) = D(f) + D(g) and D(0) =0

D2. D(f)o(h+ k,v) = D(f)o(h,v) + D(f)o(k,v) and D(f)o(0,v) =0

D3. D(Id) = w1, D(m) = mpom and D(mw) = maom

D4. D((f,9)) = (D(f), D(9))
(
(
(

D5. D(fog) = D(f)o(D(g),gom2)
D6. D(D(f))o{(g,0),(h,k)) = D(f)o(g,k)
D7. D(D(f))((0,h),(g,k)) = D(D(f)) ({0, g), (h, k))



More than functions

Definition 93 (Type translation). The translation on types is inductively defined in the
table below. The W(—) and C(—) translations associate to a type of A** another type
ol N

W(-) c(-)
W(A) - W(B)
A— B { X W(A) x C(B)
W(A) - C(B) — C(A)
1 1 1
Ax B W(A) x W(B) C(A) + C(B)
0 1 1
A+ B W(A) + W(B) C(A) x C(B)

e (A+ B)plw, z] :=match w with [u — Ap[u,fst z] | v — Bplv,snd z]]
e (A x B)p[w, z] :=match z with [z — Aplfst w,z] | y — Bplsnd w,y|]

e (A— B)plw,z| := Aplfst z,snd w (fst z) (snd z)] = Bplfst w (fst z),snd 2|

A-terms as realizers .

Proposition 51. For all \**-term & : T' &t : A, the translated term (Z:TkEt:A)®
realizes A, that 1s:

Z:W({),7:C(A) |-+ Ap[(T+t: A)°® ]




Dialectica acting on LL

W(-) c(-)
1 1 1
W(A) — C(B)
A® B | W(A) x W(B) {
W(B) — C(A)
0 1 1
A®B|W(A) +W(B) C(A) x C(B)
1A W(A) W(A) - C(A)
At C(A) W(A)
De Paiva's thesis {921

c'ok\cc,\‘( X
0 el U

Proposition 52. For any linear type A,
u: W(A),z : C(A) byt Aplu, x]

As expected, correct proofs of linear logic are mapped to AX"-terms satisfying the
usual orthogonality property.

Theorem 21 (Linear soundness). From every proof in linear logic of a formula A, one
can construct a \*T-term p of type W(A) such that

m:C(A) |-+ Ap[p, 7]

But t=,6 5 ¢4 ¢



Computational Dialectica

Pedrot thesis, 2014

Definition 104 (Term translation). Given a A-term t and a variable z, we mutually
define the translations ¢* and t, by induction on t below.

) =
(Az.1)* = (Az.t* drz.is 7)

(tu) = fBst1*u*

Ti = Am.{m}

Ty = AT. ¢

Mty = Aym).tp 7

(tw), = Am(sndt®7u®>=Ap.uy p) ® (tg (u®, 7))

Theorem 2 (Soundness [Péd14]). If ' ¢ : A in the source then we have in the target
e W) Ft*:W(A)
e WI)Ft,:C(A) = MC(X) provided z : X € T.

A new construction on types allowing sums and
replacing decidability constructions

FI‘TTL]ZQJIA FI—MQthA
' :MA 'Emi®me:IMA

'Ht: A CFm:MA rf:AsMB
C-{t}:MA PEm>=f:MB




Differentiation on terms

Two transformations for a higher-order differentiation

Differential A-calculus, Ehrhard &Regnier

A =zxidtu)e -t Di u

D(Az-s) -u—gAx- (%u)




Computational Dialectica
Difterential A- calculus , CPS style

a () (o (3 ):
A - {}

(Az.t), = A(x,m) . tym

(ful, = a0 0l F bra > — U, )}

T

\

Nevevrye

Shown aule




Computational Dialectica

X ’ COJC DL‘J&AWC\Q X(/wzp Ca«Qc

/
Lﬁ:n

Tm cAYD- A {}:%-\ N ot

fol- O REOuD:-Leu
il T 03-(DE

Thwm: Vi, Vau

=

[(Az - t)5]Ju =Dt -u




Dialectica, from LL to DiLL

W(-) C(-)
1 1 1
W(A) - C(B)
A® B | W(A)@ W(B) {g
W(B) - C(A)
0 0 o
A®B|WA)®oW(B) C(A)» C(B)
1A lw(A) | W(A) — C(A)
Al C(A) W(A)

Y W(A— B)=!W/(4) — W(B)
& (W (A) — C (B) — C (A4))

A
';jjg A i

o R W . O




Applications




A language typed by DilLLL

N ok
J/ o
1 LL
. ke
U
> 'o\‘('m 772
OilLL ,’_{Z‘_‘y_‘___,> Xz’ . CJ(
. w\\ 3 L LT
.

- > /
\-“l D t‘%' >\-£a/QLC/

A language typed by DiLL and expressing automatic
differentiation ?



A language typed by Dil.LL
e CBN Dealeckica = wer J»ﬁ{

o CBV D{o-Jec, o = ?

* Differentiation can be made efficient by

distinguishing linearity :

A

D(lo f) = D(l)o D(/)

* Let's give a computational content to
exponential rules.

w,v:i=z|tt |uxv|0|u®uv|1|d.| Du(t) |4t
t,s:=utl|t-s|wi: N |dz.t|dzr.t|Tu

(Az.t)d,, — tlu/x]
(Az.t)Dyu — - - -



Proof mining
extracting quantitative info from proofs

Effective moduli from ineffective uniqueness proofs. An unwinding of
de La Vallée Poussin’s proof for Chebycheff approximation*

Ulrich Kohlenbach
Fachbereich Mathematik, J.W. Goethe-Universitét
Robert-Mayer-Str. 6-10, 6000 Frankfurt am Main, FRG

Abstract
We consider uniqueness theorems in classical analysis having the form
(+) Yu € U,v1,v2 €V, (G’(u, v1) =0=G(u,v2) = vy = 1)2),

where U,V are complete separable metric spaces, V,, is compact in V and G: U xV = R is a
constructive function.
If (+) is proved by arithmetical means from analytical assumptions

(++) Vz € X3y € YaVz € Z(F(x,y,2) =0)

only (where XY, Z are complete separable metric spaces, Y. C Y is compact and
F : X xY x Z = IR constructive), then we can extract from the proof of (++) — (+) an
effective modulus of uniqueness, i.e.

(+++) Yu € U,v1,v2 € Vi, k € N(|G(u, v1)|, |G (u, v2)| < 27 = dv (v1,v2) < 27%).

From a proof

e 29 G (o, H)\ {y = lablée

d ., e 4 wurkia? 7? -
a¥ A~ c‘)ul(

V. 3t % e G\
k

one gets

= \a~b\§ 2



Proof mining

* Proof-theory gives you the existence of a
quantitatrive version of a proof.

* One cuts a proof in reasonably sized lemmas.

* Extract quantitative info from each lemma, and
compose them.

* Best effective module of uniqueness are linear

ULRICH KOHLENBACH

Aplice ProotTheory:
Preotlhtelpletaiions
ahe thell Use
(L Wiethemeilcs

Springer Monographs in Mathematics

@ Springer

Input:
differentiating €

What is the computational version of proof-
mining?



Related work :

* Everything on differential A-calculus and
Differential Linear Logic.

ama

A Functional Functional Interpretation
Pierre-Marie Pédrot LXc S1 2\

Laboratoire PPS, CNRS, UMR 7126, Univ Paris Diderot,
Sorbonne Paris Cité, PiR2, INRIA Paris Rocquencourt, F-75205
Paris, France

pierre-marie.pedrot@inria.fr

Backpropagation in the Simply Typed Lambda-calculus with Linear Negation

. PobL 20
ALOIS BRUNEL, Deepomatic, France
DAMIANO MAZZA, CNRS, UMR 7030, LIPN, Université Paris 13, Sorbonne Paris Cité, France
MICHELE PAGANI, IRIF UMR 8243, Université de Paris, CNRS, France

Godel’s functional interpretation and the concept of learning

Thomas Powell Lj C S ’ $’ g

University of Innsbruck
thomas.powellQuibk.ac.at



Conclusion:

* Dialectica categories are a generalization of
differential categories

* The computational content of Dialectica + cbn is
higher-order reverse mode differentiation

* Dialectica refines to a transformation from LL to
DiLL

Question:

Why does differentiation

realizes IPP, and Markov’s
principle when reverse ?

o




